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Abstract—Networked 360◦ video has become increasingly
popular. Despite the immersive experience for users, its sheer
data volume, even with the latest H.266 coding and viewport
adaptation, remains a significant challenge to today’s networks.
Recent studies have shown that integrating deep learning into
video coding can significantly enhance compression efficiency.
Albeit with increased computational overhead, it brings new
opportunities. In this work, we conduct a comprehensive analysis
of the potential and issues in applying neural codecs to 360◦

video streaming. We accordingly present NETA, a synergistic
streaming framework that merges neural compression with tradi-
tional coding techniques, seamlessly implemented within the edge
intelligence. To address the non-trivial challenges in the short
viewport prediction window and time-varying viewing directions,
we propose implicit-explicit buffer-based prefetching grounded in
visual saliency and bitrate adaptation with smart model switching
around viewports. A novel Lyapunov-guided deep reinforcement
learning algorithm is developed to maximize user experience
and ensure long-term system stability. We further discuss the
concerns towards practical development and deployment and
have built a working prototype that verifies NETA’s excellent
performance, for instance, a 27% increment in viewing quality, a
90% reduction in rebuffering time, and a 64% decrease in quality
variation on average, compared to state-of-the-art approaches.

Index Terms—Neural codec-empowered 360◦ video, Synergistic
streaming, Implicit and explicit buffers, Lyapunov-guided DRL.

I. INTRODUCTION

THE 360◦ videos with Ultra-High-Definition (UHD) have
garnered great attention across various applications, in-

cluding virtual reality, remote education, and entertainment
[1]–[5]. They offer users an immersive visual and acoustic
experience through Head-Mounted Displays (HMDs) such as
VIVE Cosmos [6] or Google Cardboard paired with a smart-
phone [7]. However, streaming 360◦ video poses a significant
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challenge due to large data volume, requiring extremely high
bandwidth, for instance, 200-300Mbps or even higher [1].

While popular tile-based viewport-aware schemes (e.g., [2],
[3], [8]–[11]) can mitigate data transfer, the users’ Quality
of Experience (QoE) still suffers from insufficient end-to-end
bandwidth [12], [13]. For example, recent measurements of
over 23 million users reveal that the standalone 5G network
offers only around 40 Mbps download speed [14]. This
dilemma arises primarily from the gap between high-quality
requirements and inadequate video compression. Traditional
codecs (e.g., H.264 [15], H.265 [16], and H.266 [17]) utilize
a series of well-designed, lightweight, handcrafted modules
to eliminate data redundancy. Yet, they fall short of end-
to-end rate-distortion optimization. Furthermore, they exhibit
a poor compression ratio for tiles, especially those within
the viewport, primarily due to the loss of spatio-temporal
correlation [13], [18]. Our preliminary studies show that the
bits per pixel (Bpp) of highly salient tiles, which tend to be
more attractive to users (i.e., located within viewport) [2], [19],
increases by 19% compared to the entire video.

Recently, emerging neural codecs leverage deep neural
networks (DNNs) to compress video signals as stacked fea-
tures [20]. Through end-to-end rate-distortion trade-off with
advanced learning models, they can potentially achieve much
higher compression with comparable visual quality as tra-
ditional coding [21], [22]. For instance, our content-aware
model DVC+ can reduce the Bpp of tiles by 28% over H.266
codec. Yet, pure neural coding-based 360◦ video streaming
remains far from being practical for its ultra-high demand on
computing resources and specialized hardware, e.g., GPUs for
acceleration. This is particularly challenging for decoders that
are often built on lightweight mobile devices of HMDs.

To this end, for the UHD experience, we present a synergis-
tic streaming scheme named NETA, which uniquely combines
neural codec with traditional compression techniques, seam-
lessly implemented within an edge intelligence framework
[23], [24]. Specifically, building on the viewport awareness, we
utilize the neural codec to compress high-quality tiles to serve
the user viewport, thereby improving the visual experience
and reducing bandwidth requirement, while low-quality tiles
in non-viewport regions, to prevent the blank screens incurred
by inaccurate viewport prediction, are encoded using the tra-
ditional method to avoid excessive decoding computation and
time consumption. At runtime, neural decoding is offloaded
to the edge to overcome the lack of end-device resources and
achieve hardware-accelerated DNN computations, providing
client-friendly services [9], [25], [26].

To implement NETA in practice, we also face the following
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Fig. 1: The viewport-aware 360◦ video representation and performance comparison of different compression techniques.

non-trivial challenges: (C1) Short viewport prediction window.
While viewport prediction methods are well-studied in accu-
racy, they typically have a limited prediction window, such as
3 seconds [4], [12], [27]. This necessitates clients to maintain
a small buffer size, smaller than the prediction window, to
prefetch video chunks over the Internet [2], [8], [13], [28].
However, this often fails to fully utilize the available band-
width in the face of the various network conditions, resulting
in low viewing quality and long rebuffering time [2], [29]. (C2)
Time-varying viewing directions. In the immersive experience,
users can freely move their viewport to focus on different
scenes according to their preferences. Due to the inherent
geometric distortions introduced by sphere-to-plane projection
(e.g., Equirectangular), the number of tiles covered by user
viewports in diverse directions varies [30]. Consequently, this
results in uncertainties in the transmission requirements and
decoding computation burdens for neural chunks. Moreover,
the processes of transmission and computation are coupled,
further complicating their adaptation scheduling in various
network and computation conditions.

As such, to address the first challenge, we present: (1)
Implicit-explicit buffer-based prefetching. Recent works have
shown the effectiveness of a long buffer against network fluc-
tuations [29], [31]. Thus, the visual saliency-aware prefetching
with a long buffer is advocated [30], leveraging the degree to
which areas attract user attention [19], [32], [33]. However,
direct prefetching without regard to the actual user viewport
is inadvisable because of the highly redundant transmission
and neural computation (i.e., caused by the mismatched user
viewport). To this end, we adopt a more nuanced strategy.
According to tile saliency, we prefetch the low-quality tiles
for broad coverage of future non-viewport regions using an
extra long implicit buffer. High-quality tiles are prefetched by
the playback buffer (i.e., called short explicit buffer), directly
targeting the user viewport.

To tackle the second challenge, we propose: (2) Joint
bitrate and model adaptation (JBMA). The neural decoder
with larger complexity (e.g., depth) or higher Bpp input (a.k.a
encoding bitrate) has a better visual experience but a longer
delivery and decoding time, and vice versa [22], [34] (see
Fig. 7). Therefore, we develop a joint adaptation scheduling
to decide the download bitrate of viewport neural tiles (i.e.,
compressed by neural methods) and the appropriate decoding
model according to current network conditions and computing
requirements. After that, those high-quality viewport tiles are
filled into the conventional short explicit buffer for display.

Furthermore, an edge node typically serves multiple users.

A single user should not be allowed to monopolize all compu-
tational resources, thus violating fairness among users. To this
end, we introduce a long-term soft constraint to ensure the
chunk-average decoding computing cost of the user cannot
exceed a predefined budget. The critical JBMA problem is
formulated as a constrained integer nonlinear programming
with the goal of maximizing user QoE. We develop a novel
Lyapunov-guided deep reinforcement learning (DRL) algo-
rithm to optimize the user viewing experience and guarantee
long-term system stability.

We implement a prototype of NETA and conduct extensive
evaluations and ablation studies over the broadband and 5G
network emulations. The results show that NETA improves
viewing quality by 27%, reduces rebuffering time by 90%,
and decreases quality variation by 64% on average, compared
to advanced approaches (i.e., ProbDASH [35], DRL360 [27]
and PARSEC [36]). In this work, our main contributions are
summarized as follows:

• To our best knowledge, this is the first work to propose
a neural compression-empowered, traditional coding-
assisted synergistic streaming paradigm for 360◦ video,
seamlessly integrated within edge intelligence framework.

• Our NETA presents novel implicit-explicit buffer-based
prefetching grounded in saliency and JBMA scheme,
addressing non-trivial challenges in the short viewport
prediction and time-varying viewing directions.

• We develop a Lyapunov-guided DRL algorithm to solve
the joint adaptation problem of data transmission and
neural computation with a long-term fairness constraint.

• We implement a prototype of NETA and demonstrate its
excellent performance over other advanced works.

The rest of this work is organized as follows. Section II
presents the background and motivation. Section III describes
the system designs, formulates the JBMA adaptation problem,
and develops the Lyapunov-guided DRL algorithm. Section IV
presents the implementation details and evaluates the NETA’s
performance. Section V discusses key concerns towards prac-
tical development and deployment. Section VI introduces the
related works. Section VII concludes the paper.

II. BACKGROUND AND MOTIVATION

360◦ video representation and tiling. 360◦ videos present
an immersive experience by rendering two-dimensional flat
views (e.g., Equirectangular map) onto the inner surface of a
3D sphere, as depicted in Fig. 1(a). At any given time, the
user located in the center of the sphere can only view a small
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Fig. 2: The workflow of NETA.

portion of the scene, referred to as a viewport [12], [37].
To optimize 360◦ video streaming, viewport-aware adaptive
bitrate (ABR) schemes have been developed. This involves
dividing the panoramic content into tiles, allowing each piece
to be encoded, delivered, and rendered independently, thereby
improving efficiency and user experience. Following the ex-
isting studies [2], [13], we employ a conventional 4 rows× 6
columns tiling strategy in this work. In practice, GPAC player
[38] already supports this tile-based streaming.

Limitation: 360◦ video encoded by traditional codecs.
Traditional codecs can support real-time decoding in HMD
devices. Still, they suffer from limited performance in redun-
dancy reduction due to individual, handcrafted modules, such
as motion estimation, motion compensation, and transform
coding, and lack of end-to-end optimization [21], [39]. Even
worse, they exhibit lower compression performance for tiles
than the entire video due to the loss of spatio-temporal corre-
lation caused by video tiling [13], [18]. Fig. 1(b) illustrates the
Bpp saving ratio of tiles as compared to the entire 4K video
Jockey [40] with H.266 under the same peak signal-to-noise
ratio (PSNR). It can be seen that the Bpp of highly salient tiles
with H.266 increases by 19% than the whole video. Those
tiles tend to be located within the user’s viewport [2], [19].
Consequently, only viewport-aware solutions are insufficient to
support UHD 360◦ video streaming, and user QoE still suffers
from inadequate end-to-end bandwidth [14]. Some studies
have also proposed super-resolution (SR) based streaming
strategies [5], [36], [41], which focus on reconstructing high-
resolution video content from a low-resolution input. Our
previous work [30] particularly introduced a saliency-aware
prefetching scheme to alleviate SR computation and improve
the streaming experience. However, their SR process still
relies on conventional coding methods, which unfortunately
overlook the adverse effects of distortions introduced by
conventional codecs on SR-enhanced videos.

Evolution: DNN-based video compression. With automat-
ically learned manners and a single rate-distortion loss func-
tion, DNN-based codecs can achieve much higher compression
efficiency. From Fig. 1(c) and Fig. 1(d), it can see that Li
2022 [21] already performs better than the latest H.266 codec
[17] in terms of PSNR and multi-scale MS-SSIM [42] for
the tiled 4K video Jockey [40]. Similar results can also be
observed in terms of other metrics [21], [22], [39], such as
perceptually based SSIM [43] and LPIPS [44]. While these
generic models (e.g., [21]) exhibit superior performance in
the public test datasets, they may not be suitable for every
video in streaming services. To ensure reliable and superior
performance, we advocate a content-aware model for each
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Fig. 3: Streaming performance under different buffer sizes.

video based on the existing codec model, leveraging DNN’s
overfitting property [36], [45]. In this work, we develop the
content-aware DVC+ model based on existing DVC [39]. As
in Fig. 1(b), the DVC+ can reduce the Bpp of tiles by 28%
as by H.266 codec. It also maintains a high compression
performance under different Quantization Parameters (QP)
as shown in Fig. 1(c) and Fig. 1(d).1 However, pure neural
coding-based 360◦ video streaming remains far from being
practical, as it requires ultra-high computing resources for
neural decoding [21], [22]. This is particularly challenging for
lightweight HMDs.

Insight. To this end, we advocate the development of
a synergistic solution. Leveraging the property of viewport
awareness, we respectively exploit neural methods to compress
the high-quality tiles for the viewport region and traditional
codecs to encode low-quality tiles for the non-viewport region
to improve the viewing experience, adapt inadequate band-
width, and reduce computing.

III. SYSTEM MECHANISM

In this section, we present the designs of NETA, including
the basic components, well-suited designs, and interactions.
Then, we formulate the critical bitrate and model adaptation
problem and develop a Lyapunov-guided DRL algorithm.

A. NETA Overview

The hybrid video compression scheme can significantly
reduce DNN computing workload, but hardware acceleration
is critical for the success of such neural codec-empowered
360◦ video streaming. Generally, HMD devices are lightweight
and have insufficient computing resources [6], [7]. This means
scheduling excessive workloads on the headset can easily run
into heat dissipation issues and computational time bottle-
necks, resulting in a poor viewing experience [46]. Therefore,
we advocate for edge intelligence services to offload the neural
decoding operations for end-device power and computing
savings, as depicted in Fig. 2.

Server side. The server applies the conventional Dynamic
Adaptive Streaming over HTTP (DASH) protocol to deliver
video data [47], where each video is divided into serialized
chunk tiles. The difference is that high-quality copies (i.e.,
video streams encoded with different bitrates) are compressed

1Note that the DVC+ can be substituted by other superior models, which
can serve as a black-box without discussing the internal codec details and
logic. Also, we focus only on the inference time of the neural network, while
the time costs executed in the CPU of others, such as arithmetic coding,
can be concurrent with the GPU process and are already well optimized in
conventional codecs.
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Fig. 4: System mechanism for short viewport prediction and time-varying viewing directions in NETA.

by the neural codec (e.g., DVC+), and the low-quality copies
are encoded by the traditional method (e.g., H.266). The
neural codec consists of the encoder and decoder, which
are trained together and deployed offline. Thanks to neural
codec’s superior compression efficiency, high-quality copies
possess a smaller data volume than traditionally encoded
copies. As a result, NETA can help achieve higher efficiency
in terms of content caching. At runtime, once the server side
receives bitrate decision results, it immediately delivers the
corresponding tile content. Meanwhile, all video information,
such as video duration, tile size, content quality, and tile
saliency value, is encoded in the Media Presentation Descrip-
tion (MPD) file, which is only dozens of KB in size, and
available to the client as an HTTP resource.

Client side. The client first predicts the future user viewport,
such as by analyzing the viewing trajectory, then generates the
bitrate requests for the chunk tiles and sends them to the edge
node. Simultaneously, the client receives requested tiles from
the edge and subsequently renders them to the user.

Edge side. Edge intelligence is widely popular in emerg-
ing networks because of its ability to bring powerful DNN
computation close to the users, as illustrated in Fig. 2. The
edge is typically deployed with a network access point, such
as the router, WiFi, or micro base station [9], [23], [48]. In
NETA, the edge processes tile requests from the client and
forwards them to the server. Upon receiving the viewport tile
from the server, the edge decodes it with the neural decoder
and delivers it to the client, while the non-viewport tile is
transmitted directly to the client. It is worth noting that the
delivery delay over the access network can be negligible due to
the decoding and transmitting concurrency at the tile or frame
level and sufficient access bandwidth (e.g., up to 1000Mbps
in the 5G cellular and WiFi 6, as measured by [49]). This is
also confirmed by recent work [50]. The pre-trained decoder
model is cached at the edge in advance and can be updated
if necessary or during network idle periods. The updated
policy is flexible and can draw on existing schemes [51], [52].
Notably, NETA does not require any additional information
from the client compared to regular solutions [2], [3], which
avoids potential privacy leakage.

Summary. (i) NETA utilities neural codec to alleviate the
bandwidth burden of backhaul links and improve the viewing
quality; (ii) NETA offloads neural decoding to the edge,
providing client-friendly services; (iii) NETA incorporates
viewport awareness to reduce computing requirements and
prevent bandwidth waste.

B. Well-suited Designs

Despite the significant advantages of NETA, it is required
to address the following non-trivial issues:

Q1: How to mitigate the adverse effects of the short
viewport prediction window? The UHD 360◦ video streaming
typically involves viewport-aware schemes to mitigate data
usage. Yet, recent studies [3], [28] have indicated that accurate
viewport prediction can only be reliably achieved within a
short window (i.e., 3s). Since prefetched video content dura-
tion cannot exceed the viewport prediction window, streaming
schemes are compelled to deploy a small playback buffer
to prefetch video content over the network [2], [13], [53].
This, however, often proves inadequate to handle bandwidth
fluctuations and fails to fully utilize available network through-
put [29], [30]. For clarity, similar to our previous work [30],
we evaluate the user experience under a long buffer of 30s
and a small buffer of 3s. The downstream bandwidths are
emulated with four real throughput traces (see Fig. 3(a)),
which are randomly chosen from the latest FCC dataset [54].
The detailed settings are in §IV. As shown in Fig. 3(b),
utilizing a large buffer achieves a 15% increment in viewing
quality and a 69% reduction in rebuffering time compared to
the small buffer under different traces.

Response 1: Implicit-explicit buffer-based prefetching.
Likewise, we advocate a long buffer size. Here, we use visual
saliency as prior information to prefetch only low-quality
traditional tiles for later non-viewport regions far in advance.2

This is to avoid potentially redundant transmissions and neural
computations due to viewport mismatches as much as possible.
As in Fig. 4(a), the long prefetch buffer is known as Implicit
Buffer (LIBuf), and the original playback buffer is called
the Short Explicit Buffer (SEBuf). Prefetched non-viewport
tiles are cached in LIBuf and rendered with viewport tiles in
SEBuf together. Fig. 4(b) illustrates the relationship between
the tile visual saliency (generated by [55]) and user viewports
(viewing records of 48 users) for 360◦ video Help [56]. It
indicates that tiles with lower saliency are more likely to be
in non-viewport regions. Prefetching more low-saliency tiles
gives better coverage of non-viewport regions. Still, it reduces
tile usage (i.e., defined as the ratio of used tiles in future
non-viewport regions to total prefetch tiles), as depicted in
the subfigure of Fig. 4(b). When 70% of low-saliency tiles

2Note that non-viewport tiles with low-quality are indispensable, as they
help prevent poor user experience resulting from inaccurate viewport predic-
tion. These tiles cover about 70% of the scenes and require a large amount
of data transfer, as shown in Fig. 4(c).
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are prefetched, there is a natural trade-off between coverage
and tile usage (i.e., red dot). Based on this, we strategically
prefetch low-quality tiles with saliency in the bottom 70%
for each chunk using LIBuf to cover areas of lower user
interest. Despite its simplicity, this prefetching scheme has
been shown to perform well in our system. Note that our
previous Sophon [30] prefetches both low and high-quality
tiles based on their saliency with the unified long buffer,
without tailoring to the user viewport. In contrast, NETA
adopts a more nuanced strategy by prefetching low-quality
tiles using LIBuf for broader coverage, and high-quality neural
tiles using SEBuf for better viewing quality.

Q2: How to cope with uncertain transmission and com-
puting requirements arising from time-varying viewing direc-
tions? 360◦ videos offer a wealth of content, allowing users to
explore different scenes based on their preferences by moving
the viewport. Nevertheless, due to projection mapping, the
number of tiles within the user’s viewport varies significantly
across serialized chunks. Fig. 4(c) illustrates the variation in
the number of viewport tiles as the chunk index increases for
three users randomly selected from 48 users [56]. This re-
sults in uncertain data transmission and decoding calculations
among chunks. It is highly challenging for on-time delivery
and stable playback. This situation is further exacerbated by
the constant changes in available backhaul bandwidth [34] and
edge computing resources [23].

Response 2: Joint bitrate and model adaptation (JBMA).
The data transfer and neural computing are both the time
bottleneck and easy to trigger the rebuffering. To this end,
NETA must adapt to the various situations in both transmission
and computation. The inference time of the model is related to
its complexity [22], [34] (see Fig. 7). Thus, different from the
traditional ABR, we adaptively make the joint decisions for the
bitrate of viewport tiles and complexity of the decoder model
according to states of the network, computing, and buffer, as
depicted in Fig. 4(a). Although our previous work [30] also
faces the network adaptation and model selection-based com-
putation adaptation, it treated them in isolation, overlooking
the crucial interplay between them. In contrast, we consider
the consecutive and coupled network and computation process
as a joint optimization task in NETA. Here, we advocate that
the JBMA controller remains deployed on the client rather
than the edge, as in other neural-enhanced solutions [34],
[50], for user privacy security and compatibility with current
DASH. In addition, it is important to prevent a single user from
monopolizing edge computing resources without any limits.

System goal. Our objective is to select the appropriate
input bitrate and decoding model to maximize user QoE under
various situations while maintaining fairness among the users.

C. Problem Formulation

Video information. As shown in Fig. 2, the serialized
chunks with fixed-duration (e.g., δ = 1 second) are de-
noted as C = {C1, C2, ..., CI}. Each tile is compressed into
multiple high-quality levels by the neural encoder, indicated
as L = {L1, L2, ..., LK}, which are served for viewport
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Fig. 5: Transmission and neural decoding processes.

regions. According to the viewport prediction for the chunk
Ci, the tiles within the user viewport are indexed by Ji =
{Vi1, Vi2, ..., Vij , ...}. At the same time, a low-quality copy
encoded by the traditional codec (e.g., H.266) is served for
non-viewport regions. For chunk Ci, to correct the incom-
plete prefetching of the visual-saliency-based scheme, it is
required to download those non-viewport tiles that are not
being prefetched (i.e, not in LIBuf ) in advance, and their
total size is denoted as Dl

i. Note that downloading the current
chunk tiles has a higher priority than the visual-saliency-based
prefetching to avoid competition for bandwidth resources.
The optional decoding models in the edge are indexed by
N ={N1, N2, ..., NM}.

Control variables. Unlike the [30], NETA necessitates the
simultaneous decision-making for the downloaded bitrate and
the decoding model due to their interdependence. The bitrate
decision is denoted by xi(k),∀k∈{1, 2, ...,K}, where xi(k)
signifies that the client requests the quality Lk for viewport
tiles in chunk Ci. The size of the tile Vij at quality Lk is
denoted by Dij(k). For model switching, we use yi(m),∀m∈
{1, 2, ...,M}, where yi(m) indicates that model Nm is used
for neural decoding.

Objective function. Typically, the users’ QoE is captured
using three metrics. Still, their formulations in NETA are
significantly different from the previous works [27], [28],
[36] due to the effects of the decoding computation process:
(i) Viewing quality (Qi). Since neural decoding performance
varies across models and input Bpp levels, following recent
works (e.g., [10], [12], [28], [35], [57]), we adopt the PSNR
(included in MPD file) instead of the traditional bitrate as
viewing quality, denoted as fj(xi(k), yi(m)), which provides
a straightforward indication of the fidelity of the reconstructed
tile compared to the original. Notably, the viewing quality
considered here does not depend on the specific metric, and
other metrics like SSIM, MS-SSIM, and LPIPS, can also be
widely used [2], [37], [46]. Thus, the average viewport quality
of chunk Ci is formulated as Qi=

1
|Ji|

∑|Ji|
j=1 fj(xi(k), yi(m)).

(ii) Rebuffering time (Ri) that represents how long the video
stalls because the SEBuf is empty. Note that, different from
traditional streaming, the rebuffering time of chunk Ci in
NETA is incurred by both the transmission latency (i.e., T t

i =

(
∑|Ji|

j=1 Dij(k) + Dl
i)/BW , where BW indicates currently

available bandwidth) and neural decoding computing time (i.e.,
T d
i =

∑|Ji|
j=1 gj(xi(k), yi(m)), where gj(xi(k), yi(m)) denotes

the inference time for tile Vij). As in Fig. 5, the transmission
of the current chunk Ci and the decoding process of the last
chunk Ci−1 are carried out in parallel. Hence, the rebuffering
time is formulated as Ri=[(T t

i−T d
i−1−T

p
i )

++T d
i−Bi]

+, where
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Fig. 6: Illustration of the proposed Lyapunov-guided DRL.

(.)+ = max{., 0}; T p
i = (T d

i−2−T t
i−1+T p

i−1)
+ indicates the

available download time inherited from the previous chunks;
and Bi+1 = [Bi − T d

i − (T t
i − T d

i−1 − T p
i )

+]+ + δ denotes
SEBuf occupation. (iii) Smoothness (Si) that measures quality
variation between two consecutive chunks: Si = |Qi−Qi−1|.
Formally, the objective of the system is to maximize user QoE,
represented as follows:

max
1

I

∑I

i=1
(Qi − αRi − βSi), (1)

where α and β are adjustment factors to control the penalties
of rebuffering and smoothness [13], [28], [36]. Although the
occasional concurrency of transmission and computing for
tiles in the chunk can further bring benefits, we do not consider
it in this work.

Constraint. To guarantee fairness among multiple users
sharing the same edge node, we introduce a long-term soft
constraint that restricts the chunk-average computing cost of a
single user from exceeding a predefined budget threshold W :

1

I

∑I

i=1

∑|Ji|

j=1
hj(xi(k), yi(m))≤W. (2)

where hj(xi(k), yi(m)) denotes the computing cost of tile Vij .
Analysis. The network and computation processes in JBMA

(1) are sequential and coupled. This allows NETA to dynami-
cally adjust both the download quality and decoding model in
response to changing network conditions and computational
requirements, ensuring an optimized streaming experience
that balances quality and resource utilization efficiently. Yet,
the online JBMA is characterized as an integer nonlinear
programming, marking it as a nonconvex problem. Given the
time-varying bandwidth and viewing directions, ensuring long-
term fairness when making decisions for each chunk becomes
more challenging without priori knowledge.

D. Lyapunov-guided DRL

Insight. Considering the Markov property inherent in for-
mula (1), Deep Reinforcement Learning (DRL) [27], [30], [58]
emerges as a promising solution for handling this sequential
decision problem, especially in dynamic environments. For
instance, our previous Sophon [30] employs a DRL to navigate
the SR model-aware computing adaptation. However, despite
its efficiency, DRL cannot directly tackle the constraint of
long-term computing stability (2). This highlights the necessity
for integrating additional mechanisms or strategies within the
DRL framework. Fortunately, the Lyapunov method [29], [59]
can be used to trade off utility maximization and stability
control by decoupling multi-stage stochastic optimization into

sequential per-stage deterministic subproblems, while provid-
ing the theoretical guarantee of long-term system stability.
As a result, we develop a lightweight Lyapunov-guided DRL
(LyaDRL) that can make near-optimal decisions in real-time.
To the best of our knowledge, this is the first time that the
Lyapunov-guided DRL framework is used in video streaming.
Previous researchers mainly employ it for resource scheduling
and orchestration [59], [60].

Lyapunov-based decoupling. We first resort to the Lya-
punov drift-plus-penalty method [59] to decouple the JBMA
problem into per-chunk subproblems. To cope with the fairness
constraint in (2), we introduce a virtual queue U(i) to keep
track of the computing cost. Specifically, we set U(0)=0 and
update the queue as:

U(i) = [U(i− 1) +H(xi−1(k), yi−1(m))−W ]+, (3)

where H(xi−1(k), yi−1(m))=
∑|Ji−1|

j=1 hj(xi−1(k), yi−1(m))
denotes the total computing cost of chunk Ci−1. After that, the
original JBMA problem can be transformed into the following
per-chunk optimization subproblem:

maxE[V ·(Qi−αRi−βSi)−U(i)(H(xi(k), yi(m))−W )]. (4)

where V is a predefined positive parameter that is widely used
in the Lyapunov drift-plus-penalty method [29], [59]. With
the increment of V , the JBMA becomes more progressive in
bitrate and model selection to obtain a better user experience.

Theorem. The chunk-average queue size U(i) is strongly
stable with limI→∞

1
I

∑
i E[U(i)] = O(V ). Meanwhile, the

average penalty is upper-bounded as r∗−limI→∞
1
I

∑
i E[Qi−

αRi − βSi]=O( 1
V ), where r∗ is the optimal QoE value. The

detailed derivation please refers to the works [59], [60].
DRL for per-chunk optimization. The lifetime of the

chunk-based JBMA (4) can be regarded as a Markov Deci-
sion Process (MDP) task. We drive a DRL solution through
the interaction between agent (i.e., the decision-maker) and
environment, as shown in Fig. 6. For each chunk, the agent
picks an action based on the current environment state, using a
trained policy. And then, the environment executes the action
and feeds back a reward. Next, the agent acquires a new state
and takes action for the next chunk.

For chunk Ci, (i) State (si) contains the network, play-
back, and computing information: si = (E⃗i, N⃗i, T⃗i, O⃗i, D⃗i,
Ui, Pi, Bi, Qi−1), where E⃗i, N⃗i, T⃗i and O⃗i present the actual
network throughput, neural processing time acquired from
the edge, delivery time and number of viewport tiles (i.e.,
streaming and computing burden) for the past n= 8 chunks
respectively; D⃗i indicates total download size under different
bitrate levels; and Pi denotes number of viewport tiles. (ii)
Action (ai). The action space consists of the neural bitrate set
L and the decoding model set N . Decision ai=(xi(k), yi(m))
indicate that the client requests bitrate Lk and uses model Nm

for decoding. (iii) Reward (ri). We take the objective (4) as
the reward. This is different from the previous DRL-based
solution [27], [30], [58], where they directly employ the user
QoE as the reward. The agent aims to learn the policy π from
the state to maximize the cumulative reward R=

∑I
i=1 γ

iri,
where γ is the discounting factor. We exploit an actor-critic
framework [27], [48] for on-policy training.
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Actor module. The decision policy πθ(si, ai) is represented
as an actor network, where its parameter θ is updated by a pol-
icy gradient method: θ←θ+η

∑
i▽θlogπθ(si, ai)A

πθ (si, ai),
where η is the learning rate. Aπθ (si, ai) is the advantage
function, defining the difference between the expected total
reward when the agent deterministically picks ai in si and
expected reward for actions based on policy πθ. The actor
module passes vector states to identical 1D convolutional
layers (ConvNets) with 128 filters. The constant states are
passed into fully connected layers (FC) with 128 neurons. The
outputs from the previous layers are then aggregated into a
hidden layer with 128 neurons. Finally, the Softmax function
is adopted, and its output corresponds to the action space.

Critic module. To calculate the advantage function for a
given experience, we require an estimate for the expected cu-
mulative reward starting at state si and following the policy πθ,
which is denoted as the value function V πθ (si). A critic net-
work with parameters ω is used to learn the estimate of value
function from previously acquired rewards so as to assist in
training the policy. The parameter ω of the critic network is up-
dated as ω←ω−η

∑
i▽ω(ri+γV πθ (si+1;ω)−V πθ (si;ω))

2.
For an experience (si, ai, ri, si+1), the advantage is calculated
as Aπθ (si, ai) = ri+γV πθ (si+1;ω)−V πθ (si;ω). The critic
adopts the same network structure as the actor, but its final
output is a linear neuron. For each filter of convolutional
layers, the size is 4, and the stride is 1. All fully connected
layers use the activation function ReLU. The learning rate η
is 10−4, and discounting factor γ is 0.99. We train the DRL
model offline with a simulation program, followed by online
fine-tuning and deployment [27], [48].

Compared with the traditional DRL, the proposed
Lyapunov-guided DRL first adopts the drift-plus-penalty
method [59] and introduces a virtual queue to decouple the
original JBMA problem. Then, by periodically interacting with
the playback environment, DRL is used to train a decision
strategy and select appropriate actions for the sequential sub-
problems based on the states and size of the virtual queue. As
a result, it can maintain queue stability, thereby meeting the
long-term computing constraint (formula (2)). Meanwhile, it
provides a theoretical performance guarantee.

IV. PROTOTYPE EVALUATION

Here, we develop a prototype of NETA and conduct exten-
sive experiments by answering the following questions.

• Q1: How does the overall performance of NETA compare
to other state-of-the-art solutions?

• Q2: How does each design component of NETA con-
tribute to the overall performance?

• Q3: Can NETA be effectively applied to various types of
videos and time-varying viewing directions?

• Q4: What about the overhead involved in NETA?

A. Implementation and Settings

Testbed. Our test platform comprises three desktop com-
puters, serving as the server, edge, and client, respectively.
All desktops are connected to a gigabit router. The server,
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Fig. 7: The performance of DVC+ with different complexity.

operating on Ubuntu 20.04 LTS, employs Apache Tomcat
software to provide DASH streaming services. The edge,
outfitted with an NVIDIA GeForce RTX 3090 GPU, executes
a proxy script developed in Python to facilitate the neural
decoder and data forwarding. The client utilizes the open-
source GPAC player [38] to assess user experience. The client
maintains a 30s (recommended in [29]) implicit long buffer
for visual-saliency-based prefetching and a 3s explicit buffer
(consistent with [27], [36]) for video playback.

Network emulation. The influence of network conditions,
such as delay, jitter, and packet loss, is abstracted as end-
to-end throughput. Consequently, we employ two real-world
throughput datasets: (i) FCC [54], the American fixed broad-
band measurements (i.e., 2022.06-2022.12); (ii) 5G [61], a
5G dataset collected from a major Irish mobile operator
(utilizing traces in the static pattern). In line with [27], we
randomly select some throughput traces averaging 20Mbps,
corresponding to the 60th and 40th percentile values of CDF
in FCC and 5G, respectively. All traces are emulated using
the server’s built-in Linux Traffic Control tool.

Videos and visual saliency. We utilize three distinct cat-
egories of 360◦ videos and their corresponding viewing tra-
jectories gathered from 48 subjects [56]: Help (Film), Surfing
(Sport), and Rhinos (Scenery). We employ PARIMA [3] to
predict the viewport for the subsequent 3s. The low-quality
tiles in the non-viewport region are prefetched to prevent blank
screens caused by inaccurate prediction. In addition, despite
the 3s prediction window, the predicted viewport in our system
is dynamically updated after each chunk playback to increase
its accuracy. To further improve the robustness of system,
similar to recent studies (e.g., [13], [46]), we can also deliver a
portion larger than the user viewport to tolerate inaccurate pre-
dictions and ensure a highly immersive experience. Due to the
unavailability of public raw 360◦ video data, we choose three
4K raw videos (i.e., HoneyBee, Jockey, and FlowerPan) with
analogous categories from the UVG dataset [40] to replace
the original 360◦ video content for training and evaluation of
neural codec. The raw videos are divided into tiles using FFm-
peg [62]. To support benchmark schemes utilizing traditional
codecs and bitrate-based adaptation methods, each raw tile
is encoded into five quality levels (QP=22,23,24,25,26) using
the H.266 codec [17]. The selection of the QP parameters is
primarily based on the post-encoding bitrate and the simulated
network conditions. Other quality ladders, such as those used
in Common Test Conditions [17], can also be employed for
evaluation due to the adaptivity of those benchmark schemes.
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Fig. 8: Performance comparison with SOTA strategies.
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Fig. 9: Service performance of NETA versus other schemes.

Note that only the lowest quality level (QP=26) is selected
to serve the non-viewport region in NETA. We follow the
saliency map acquisition technique proposed by [55], where
saliency maps are generated at the frame level. To calculate the
tile saliency value, we divide these frame-level saliency maps
into tiles. Subsequently, these tiles are grouped together to get
tile chunks, based on the chunk duration. The tile saliency
value is calculated as the average saliency across all tile maps
contained within a chunk. Here, this hybrid dataset is valid for
the performance evaluation of NETA since the saliency-based
prefetching scheme is solely related to viewing trajectories and
saliency maps.

Neural codec. We present a content-aware neural codec
called DVC+, developed on top of the publicly available
DVC [39]. It leverages the overfitting property of DNNs [36],
[45], optimizing the compression process for each video to
significantly improve efficiency. Each DVC+ model consists
of an encoder and a decoder. Similar to the multiple quality
levels of conventional codecs, we generate the three quality
copies by adjusting the Lagrange multiplier λ of DVC+. λ
is an adjustment factor that determines the trade-off between
the Bpp and distortion. Here, the λ is set to ‘1024’, ‘1536’,
and ‘2048’, respectively. To handle the variation in com-
puting requirements, we develop the three complexity levels
of decoders: ’Low’, ’Medium’, and ’High’ by changing the
network depth. Fig. 7 shows the performance and tile inference
time under different complexity levels of decoders for video
Jockey. The tile computing cost under different complexity
decoders is set to 0.07, 0.09, and 0.12, respectively, according
to their network depth. The predefined budget threshold W
of the chunk and positive parameter V are empirically set to
1 and 10. Note that content providers can easily adjust those
parameters based on their service patterns.

Metrics. (i) Viewport viewing quality. For a fair comparison,
same as [34] and [36], we map the PSNR quality in NETA
back to the playback bitrate (Mbps) of the entire video encoded
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Fig. 10: Performance comparison of ablation studies.
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Fig. 11: System performance under dynamic preferences.

with H.266: Bitrate(i) = PSNR−1(Q(i)), where PSNR−1 is
created based on the coding quality of copies with different
QP parameters and piece-wise linear interpolation method.
For SOTA benchmarks, the bitrate is directly used to make
the evaluation. (ii) Rebuffering time, the accumulated total
rebuffering duration (s) in video playback. (iii) Smoothness
penalty, the chunk-average quality variation (Mbps). Accord-
ing to [48] and [27], the adjustment factors α and β are set
to 4 and 1 to trade-off the benefits of viewing quality and
penalties of rebuffering and smoothness.

Benchmarks. (i) Native, a standard long buffer-based
DASH approach without viewport awareness, which employs
the BOLA [29] algorithm to assign the maximum bitrate
based on the predicted bandwidth. (ii) ProbDASH [35], which
introduces a target-buffer-based rate control adaptation scheme
to prevent the playback rebuffering in viewport-aware bitrate
selection; (iii) DRL360 [27], which applies a DRL method
to decide the bitrate of tiles inside the user viewport; (iv)
PARSEC [36], which explores the available network and the
chunk-based micro super-resolution models to maximize the
viewing quality of user viewport.

Ablation strategies. To evaluate the effects of visual-
saliency-based prefetching and JBMA scheme, we consider
four strategies: (i) NoVSP only involves the bitrate and model
adaptation without the Visual Saliency-based long buffer
Prefetching; (ii) NETA-L, (iii) NETA-M, and (iv) NETA-
H represent the proposed NETA equipped with fixed Low
decoder, Medium decoder, and High neural respectively.

B. Experiment and Analysis

Overall performance (Q1). Fig. 8 shows the performance
comparison for video Help. Compared with Native, NETA
improves the viewing quality by 1.28× in FCC and by 1.15×
in 5G. The main reason is that the Native scheme transmits
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Fig. 12: Performance comparison under different videos.
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Fig. 13: The time cost involved in NETA.

a large amount of non-viewport data with the same quality
as the viewport, which wastes limited bandwidth and leads to
low viewing quality. Thanks to the long buffer, both Native and
our NETA exhibit lower rebuffering time and quality variation.
For example, the rebuffering time in NETA is less than
1 second. Compared with ProbDASH and DRL360, NETA
achieves a 35% increment in viewing quality in FCC and a
32% increment in 5G, along with a 54% reduction in quality
variation in FCC, a 74% reduction in 5G. This is because our
solution takes advantage of neural codecs, which offer a higher
compression ratio and require less data delivery. However,
traditional coding-based schemes often must perform fre-
quent quality variations to adapt to fluctuating bandwidth and
guarantee viewing quality. Meanwhile, our solution reduces
rebuffering time by 72% compared to ProbDASH and 92%
compared to DRL360. This indicates that the short buffer size
fails to counter the time-varying network conditions. Although
PARSEC utilizes the super-resolution technique to reduce
data transfer overhead and enhance user experience, NETA
still achieves a 12% improvement in viewing quality and a
46% reduction in quality variation. The reasons are two-fold.
First, PARSEC overlooks the fact that distortions incurred by
conventional codecs are fed back into the SR-reconstructed
video. Second, employing exceptionally low-resolution video
as input for the SR process adversely affects the quality
of the reconstructed video. Similarly, the small buffer size
results in a long rebuffering time for PARSEC. Despite this,
NETA still exhibits lower bandwidth consumption, achieving
a 4% reduction compared to other schemes, as shown in
Fig. 9(a). Meanwhile, Fig. 9(b) confirms the proposed LyaDRL
algorithm can ensure that the chunk-average computing cost
does not exceed the predefined budget.

Ablation studies (Q2). To better understand performance
gains, we evaluate the effects of each design component of
NETA. From Fig. 10, it can be seen that the viewing quality of
NoVSP decreases by 4% compared to NETA; the rebuffering
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time of NoVSP experiences a rapid increase, reaching up to
8s on average. This is because NoVSP lacks saliency-based
long buffer prefetching and must download both viewport and
non-viewport tiles within a short viewport prediction window.
As a result, NoVSP has to lower the bitrate level to cope with
fluctuating bandwidth. Compared with NETA-L, our proposed
NETA achieves an 8% increment in viewing quality in FCC
and a 7% increment in 5G. NETA-L, which considers an
adaptive bitrate scheme and simply adopts the decoder with the
lowest complexity, addresses the issue of time-varying viewing
directions by sacrificing viewing quality. Although NETA-M
and NETA-H achieve better viewing quality through the more
complex decoder models, they incur unacceptable rebuffering
time due to the long inference time. The rebuffering time of
NETA-M and NETA-H is 12s and 21s, respectively. Mean-
while, they ignore the long-term stability constraint.

Universality of NETA (Q3). Thanks to joint bitrate and
model adaptation, our scheme can fight against changing
network environments and time-varying viewing directions.
Fig. 11(a) presents users’ QoE under five real viewing trajecto-
ries. It can be seen that the average viewing quality of different
users varies by at most 1.2%, and all users experience low
rebuffering time and quality variation. As shown in Fig. 11(b),
the prefetched low-quality tiles cover 84% actual non-viewport
regions on average. This indicates that implicit-explicit buffer-
based prefetching can utilize the bandwidth outside the pre-
diction window and help later viewport-aware JBMA reduce
data transfer overhead and improve user viewing quality.
Furthermore, we evaluated the performance of NETA across
different video categories, as shown in Fig. 12. Compared to
other advanced schemes, NETA improves viewing quality by
26%, reduces rebuffering time by 89%, and decreases quality
variation by 70% on average for the sports video Surfing and
the scenery video Rhinos. This indicates the content-aware
neural codec can efficiently guarantee reliable and superior
compression performance for different videos.

Overhead (Q4). To evaluate the complexity of various
schemes, we further measured the algorithm execution time
(i.e., running on Intel Core i5-12600K CPU), as depicted in
Fig. 13(a). The Native, ProbDash, and PARSEC are notably
swift, all under 1ms owing to their lightweight algorithm
designs. In comparison, DRL360’s execution time stands at
3.4ms on average. Although our LyaDRL algorithm shows
a higher average execution time of 4.3ms, it remains con-
siderably lightweight due to chunk-level decision-making, i.e.
once per second. In Fig. 13(b), the average decoding time per
chunk is 0.88 seconds, which is lower than the chunk duration,
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thereby enabling real-time video playback (i.e., 24 frames per
second). With the rapid development of acceleration hardware
and neural models, the computational burden of neural coding
will be gradually alleviated. Due to time-varying viewing
directions, the prefetching scheme with a long buffer may
download some tiles not used in future real non-viewport
regions. Fig. 14 shows there are 6.8% redundant transmissions.
Despite this, the bandwidth usage of NETA remains lower
than other solutions, as shown in Fig. 9(a). Moreover, the
prefetching scheme yields significant performance gains, as
evidenced by the ablation studies.

V. PRACTICAL DISCUSSION

Training content-aware neural codecs. The content-aware
model can counteract the performance variability across di-
verse videos. Nevertheless, the total computation cost for
the content provider may be high when training a separate
model for each video from scratch. To address this, the
popular technique of fine-tuning [45], [48], derived from the
transfer learning approach, can be employed. This ensures
superior performance on a specific video while significantly
reducing training costs, as demonstrated in Yeo et al. [31]
(where training costs are reduced by 5-6×). Specifically, a
generic model is initially pre-trained on standard datasets.
Subsequently, the content-aware model for each video can be
generated by fine-tuning the generic model [2].

Fine-grained DNN services in the edge. In NETA, each
user will be allocated fixed and dedicated edge computing re-
sources. Content providers perform coarse-grained scheduling
to ensure long-term computing stability. Given the benefits
of serverless computing in autoscaling resources and pay-as-
you-go pricing strategy, fine-grained machine learning services
have been explored for video processing tasks (e.g., video ana-
lytics [24] and learning-based streaming [9]) in various ways.
In light of this, we consider that serverless computing can
be integrated into edge nodes to enable fine-grained resource
scheduling and management for the multi-user scenario. This
poses great challenges that we plan to address in the future.

Practical implementation. With the requirements for
lightweight HMD devices, the UHD 360◦ video applica-
tion services (e.g., SteamVR [25] and Oculus [26] typically
necessitate additional auxiliary computations. These can be
provided by the emerging edge intelligence, as evidenced
by recent studies [9], [23], [48]. Consequently, the proposed
NETA streaming framework can be seamlessly integrated into
these existing architectures, enhancing their performance and
capabilities. Deploying neural operations within NETA at edge
nodes significantly contributes to the conservation of power
and computational resources on the end HMD devices. More-
over, the adoption of neural codecs alleviates the bandwidth
constraints and enables a high-fidelity viewing experience.

VI. RELATED WORK

Tile-based 360◦ video streaming. Previous works, such
as DRL360 [27], PARIMA [3], Pano [10], Flare [11] and

MANSY [63], mainly focused on tile-based viewport adap-
tation determining tile bitrates given viewport information.
STC [64] proposed delivering ShiftTiles along viewport tra-
jectories instead of planar video. Hu et al. [65] presented an
asymmetrical scheme by adopting the probabilistic viewport
adaptation and buffer replacement strategy. PARSEC [36] and
FOCAS [41] further investigated the use of super-resolution
(SR) to enhance user experience. Ebublio [9] considered an
intelligent edge caching framework to optimize multi-user
QoE. Despite their effort, those methods overlook the issue in
short viewport prediction, which is insufficient to handle band-
width fluctuations and ensure stable playback. BONES [66]
and PreSR [67] also developed SR-enhanced frameworks to
optimize regular 2D video streaming. QAVA [47] presented
an edge-assisted adaptive scheme for multi-user live 2D video
streaming. Yet, given different viewing patterns, they struggle
to directly support 360◦ video streaming. MA360 [68] pre-
sented a Multi-Agent DRL-based system to tackle multi-user
live streaming. OmniLive [5] exploited video SR to improve
360◦ live streaming quality. However, they are difficult to
adapt to video-on-demand streaming, focused on this work,
due to the lack of long buffer consideration. Some studies
[12], [58] proposed alleviating buffer restrictions using SVC,
however, they do not consider the low compression ratio and
cross-layer overheads associated with SVC [34].

In contrast, NETA combines the benefits of saliency analysis
and long buffer to overcome the limitation of the small buffer.
In addition, our previous work [30] proposed a saliency-aware
and SR-enhanced 360◦ video streaming scheme. Despite its
advances, it is still limited to the adverse effects of distortion
caused by conventional codecs on SR-recovered videos. Mean-
while, it will encounter the challenges of insufficient comput-
ing resources in mobile devices. For various tiling schemes,
smaller tiles attain higher viewport coverage efficiency but
exhibit lower compression efficiency due to more loss of
spatio-temporal correlation [13]. Therefore, TBRA [28] and
VASTile [18] introduced adaptive tiling into the conventional
bitrate adaptation for better bandwidth utilization. However,
they increase player complexity and ignore the inherent limi-
tations of traditional coding.

Neural video compression. DNN-based codecs (e.g.,
[21], [22], [39], [69]) open up new opportunities for UHD
video streaming. Swift [34] and DeepWiVe [70] proposed
neural-compression-enabled adaptive streaming for regular 2D
videos. However, these solutions cannot directly be used for
360◦ videos due to the high computing requirements and
distinct viewing mechanisms. By contrast, we first present
a neural-compression-empowered and traditional-coding-aided
streaming paradigm for 360◦ videos by leveraging the prop-
erties of viewport awareness and edge computing to improve
the user viewing experience, adapt inadequate bandwidth, and
achieve on-device resource savings.

Visual saliency. It captures the attribute of how content
attracts user attention, playing a pivotal role in enhancing
viewing experience [55]. Recently, visual saliency has begun
to be used for 360◦ video services, such as viewport prediction
[19], [33], [53], video compression [32] and quality adaptation
[2], [30]. There are primarily two ways to acquire saliency:
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the view-driven method and the content-driven approach. The
former uses collected user viewing data to yield saliency maps
[55], while the latter utilizes deep learning models to generate
saliency maps based on the impact of video content on viewer
attention [2]. In this work, we opt for the view-driven method
and follow the saliency map acquisition technique proposed by
[55]. Building on this, we apply tile visual saliency as priori
information to proactively prefetch non-viewport tiles, effec-
tively addressing the challenges posed by the limited viewport
prediction window and fluctuating bandwidth conditions.

VII. CONCLUSION

We presented NETA, a neural compression-empowered and
traditional coding-aided 360◦ video streaming paradigm. With
edge assistance, we realized the best of both through implicit-
explicit buffer-based prefetching grounded in visual saliency
and bitrate adaptation with smart model switching around
viewports, addressing critical issues in the short viewport
prediction window and time-varying viewing directions. We
also developed LyaDRL for joint bitrate and model adaptation,
to maximize user QoE and maintain system stability.

Neural codecs rapidly evolve, introducing new opportunities
and challenges for emerging streaming media, such as AI-
generated content and volumetric video. Ambisonics and 3D
audio play a crucial role in VR experiences. Neural codecs can
also be employed for audio compression, enabling efficient
transmission and audio-visual synchronization. We are also
interested in cross-layer neural coding in 6G, which can
directly map video signals to channel symbols, promoting a
shift from data-oriented to task-oriented communication.
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