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Abstract—Drone-sourced live video analytics has extensive
applications across diverse domains. Adaptive video streaming is
a pivotal technique in these applications that targets at effectively
delivering video content to servers under varying network condi-
tions, enabling complex analytics afterward. However, our thor-
ough data analysis reveals that conventional offline video stream-
ing policies cannot effectively adapt to highly fluctuating drone
network environments and dynamic changes in aerial view scenes.
This results in suboptimal analytic performance and necessitates
online adaptation for policy models. Yet, obtaining ground-truth
analytics results directly from drones is infeasible due to their
limited capacity. Furthermore, naively streaming original videos
to the server for online adaption is greatly challenged by the
scarce and dynamic networks, leading to decreased accuracy
performance and escalated transmission cost if not properly
designed. In this paper, we present OAVS, a novel online learning-
enabled adaptive streaming framework for drone-sourced video
analytics. To facilitate cost-effective online retraining, we design
a hierarchical reinforcement learning approach in which the
upper-level module intelligently determines the timing for online
retraining, balancing machine-perceived quality of experience
(QoE) improvement and transmission cost. Meanwhile, the lower-
level module dynamically allocates bitrate to maximize machine-
perceived QoE. Extensive experiments based on real-world drone
video and aerial network datasets demonstrate that our proposed
framework achieves a 17.7% mean accuracy increase, a 37.5%
decrease in the mean failure rate of video uploading, and a 5.2%
mean latency decrease compared to state-of-the-art solutions.

I. INTRODUCTION

Drones have witnessed widespread adoption in diverse
domains, such as disaster recovery, logistics and transporta-
tion, precision agriculture, and forestry [1], [2]. The global
unmanned aerial vehicle market size is projected to reach
25 billion USD by 2027 [3], fostering the development of
the low-altitude airspace economy. Drone-sourced live video
analytics that involves real-time processing and interpretation
of video data captured by drones is the key to unleash the
full potential of drones. Powered by advanced 5G communi-
cation techniques and beyond, these cellular network-assisted
drones benefit from extra ultra-low latency and high reliability,
enabling operation in GPS-disabled environments and beyond
visual line-of-sight scenarios. For example, in scenarios such
as large-scale events or sensitive locations, it enables a remote
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mobile surveillance system that can proactively identify and
address potential security threats.

Constrained by the limited onboard computing capability,
drone-sourced videos are usually streamed back to ground
servers over volatile aerial networks so that complex video
analytics tasks can be accomplished. To ensure real-time video
transmission, adaptive video streaming is a widely adopted
technique that dynamically adjusts the video bitrate based on
varying conditions, such as real-time bandwidth and buffer
size [4], [5]. Recent years have seen the rise of Deep Rein-
forcement Learning (DRL)-based adaptive streaming solutions
[6], [7], which leverage sophisticated algorithms to optimize
streaming quality by learning from vast datasets of network
conditions and system interactions. However, the majority
of these solutions rely heavily on models trained offline
using pre-collected datasets, which may not fully represent
the complexities and variabilities of real-world networks and
system interactions. This reliance on offline training leads to
suboptimal performance, particularly for high-mobility devices
like drones, since offline-trained models are often challenged
by data patterns unseen during the training phase.

Our thorough analysis of the drone-sourced videos and
network traces confirms the limitations of existing adaptive
streaming solutions and reveals the following challenges:
First, drone-to-terrestrial cellular networks are highly fluctuat-
ing. Current cellular networks are essentially ground-centric.
Highly flexible drones operating at diverse speeds and altitudes
experience more dynamic network conditions and unseen
network patterns such as frequent handovers [8]. Most of the
existing network predictors suffer from performance drift over
time during the flight. Second, aerial-view scenes captured
by drones are exceptionally dynamic. The high mobility of
drones and the relative motion of both drones and the observed
objects further make the content highly dynamic. We observe
that the mean object size ratio can change 7.6× on average
across consecutive chunks. An offline-trained video streaming
system, including inaccurate network throughput predictions,
suffers a severe loss of video completeness and real-time
performance, hurting the analytics results in underexplored and
unseen data patterns.

Fundamentally, addressing the challenges posed by drone
environments demands an innovative approach capable of
adapting to constant changes and unseen data patterns. While



offline-trained streaming strategies struggle to meet this re-
quirement, online learning [9] emerges as a promising solution
due to its ability to continuously update models with new data,
enhancing adaptability to changing environments. However,
ground-truth analytics result is required for applying online
learning to update drone video streaming policies. Constrained
by real-time requirements and limited resources on drones,
such analytics cannot be conducted on drones at all. Conse-
quently, original drone-captured videos have to be transmitted
back to servers for analytics and retraining. This leads to
the third challenge, online adaption of drone-end streaming
policy is extremely costly. Naively periodically or uniformly
transmitting original videos leads to either insignificant or
delayed online adaption. The transmission of original videos
also significantly reduces streaming performance in limited
bandwidth which leads to unbearably performance in latency
and video completeness. Therefore, achieving a balance among
communication resource usage, analytic performance, and
real-time model updates is crucial.

In this paper, we present OAVS, a novel online learning-
enabled adaptive video streaming framework for drone-
sourced video analytics. OAVS enables cost-effective online
learning of bitrate allocation policy and network prediction
model to handle drones’ dynamic environments. Specifically,
we first build a machine-perceived Quality of Experience
(QoE) model to capture the intrinsic requirements in drone-
sourced video analytics. We then design a novel lightweight
AdaLSTM model on drones for accurate bandwidth prediction
to handle the model drifting situation for network prediction. A
novel hierarchical reinforcement learning algorithm is further
designed for our core streaming module. The upper-level
reinforcement learning module in this process balances the
improvement in machine-perceived QoE and the potential
transmission cost, and intelligently decides when to transmit
original video data and other supporting data to the server
for model retraining. The lower-level module then refines
the bitrate allocation based on the specific video content and
network conditions to maximize the machine-perceived QoE.
To the best of our knowledge, this is the first work that enables
online adaption of adaptive video streaming policy using hier-
archical deep reinforcement learning, with greatly improved
machine-centric QoE for drone-sourced video analytics and
significantly reduced model update overheads. In summary,
the main contributions of this paper are as follows:

• We conduct a comprehensive measurement that uncovers
the unique characteristics of drone-sourced video analyt-
ics. Our findings highlight the necessity of continuously
updating the streaming strategies and the significant chal-
lenges in doing so in drone-sourced video analytics.

• We design a novel online learning-enabled adaptive video
streaming framework for drone-sourced video analytics
utilizing hierarchical reinforcement learning. The upper-
level policy network intelligently determines when to
perform online retraining, while the lower-level policy
network makes specific bitrate selection decisions that
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Fig. 1: (a) Prediction results generated by an offline LSTM
model [12]. (b) Inaccurate network prediction has a severe
influence on video delivery.

maximize machine-perceived QoE.
• Extensive experiments on real-world drone network traces

and drone video datasets demonstrate that our approach
outperforms the state-of-the-art data-driven approaches
in bandwidth prediction accuracy by 70.0%, improves
mean analytic accuracy by 17.7% with 5.2% reduction
in latency and 37.5% reduction in the mean uploading
failure rate of video transmission.

The remainder of this paper is organized as follows. We first
introduce our measurement studies in Section II to identify the
limitations and challenges of drone-sourced video analytics.
Then we present our problem formulation in Section III. We
illustrate OAVS’s design in Section IV and evaluate its perfor-
mance in Section V. Related work is discussed in Section VI,
followed by the conclusion in Section VII.

II. MOTIVATION

Drones are constrained by onboard computational resources,
necessitating the offloading of video analytics tasks to more
powerful servers. A prevalent solution is to employ adap-
tive bitrate allocation for transmitting video from drones to
servers. Adaptive streaming typically consists of bandwidth
prediction and adaptive bitrate selection. Captured videos are
split into several fixed-length downloadable video chunks and
each chunk will be encoded and transmitted with a specific
bitrate according to the bitrate selection model. This section
explores two key questions: (1) why offline-trained policies
fail (II-A), and (2) what challenges emerge when updating
streaming policies online (II-B)? We choose the commonly
used VisDrone2019 [10] and SeaDroneSee datasets [11] as
our drone video datasets and drone-based cellular network
dataset [8] to reveal the characteristics of drone-sourced video
analytics in dynamic cellular networks. Detailed introductions
to the dataset can be found in the evaluation section. The
datasets cover a wide range of environments, objects, and
densities in drone scenarios.

A. Why do offline-trained policies fail?

Cellular-connected drones experience highly fluctuating
network conditions. Drones, operating at diverse locations
and altitudes, experience more dynamic network conditions
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Fig. 2: Varying object sizes in box plot and the corresponding
accuracy performance over a series of video chunks using
an offline-trained streaming policy. Optimal accuracy is also
plotted according to inference results on original video chunks.

due to frequent handovers. Previous studies [8], [13] also
identify the significant changing patterns of aerial networks,
which challenge bandwidth prediction on drones. We train a
standard LSTM using the training set selected from drone
network traces data [8], then we test the performance of this
pre-trained model on unseen network traces and present the
results in Fig. 1a. It is obvious that when encountered with a
new network pattern after 10:08, the prediction performance
drifts drastically. Correspondingly, the mean absolute error
(MAE) of the prediction result raises from 26.5% to over
100.0% after encountering these new network patterns.

Inaccurate predictions and the resulting inappropriate bitrate
allocations can have a severe influence on streaming perfor-
mance. Underestimated bandwidth results may lead to low bi-
trate allocation and degrade analytics accuracy. Overestimated
bandwidth may lead to higher bitrate allocation and subsequent
chunks may be lost due to a highly occupied buffer. We group
video chunks according to their prediction error range and plot
the value of lost video ratio and received video ratio against six
prediction error intervals in Fig. 1b. The ratio represents the
ratio of unsuccessfully or successfully uploaded video chunks
in a typical aerial streaming system. As can be seen, higher
prediction errors lead to more lost video chunks and fewer
uploaded video chunks. Specifically, more than 10% video
chunks are lost when the error is over 50%.

Offline-trained video streaming policies are not robust
in drone’s dynamic environments. Fig. 2 demonstrates the
varying video content characteristics and their impacts on
the video analytics accuracy of an offline-trained policy. We
randomly select seven continuous video chunks from VisDrone
[10] and plot the box plot of their object size ratio. Then we
apply a state-of-the-art reinforcement learning-based offline-
pretrained bitrate selection policy and compute their video ana-
lytics accuracy (mean average precision [14]). We can observe
that the mean object size ratio could change 7.6× on average
across consecutive chunks. The resulting accuracy fluctuates
widely when encountered with dynamic video content, e.g.,
accuracy drops over 25% from 0.43 to 0.31 from chunk 4 to
chunk 6. Offline-trained policy thus cannot maintain consistent
performance in the dynamic drone environment.

The observations identify the impact of dynamic aerial net-
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Fig. 3: (a) Per chunk transmission latency using three stream-
ing modes. (b) Count of unuploaded chunks over continuous
video chunks using three streaming modes.

work conditions and aerial scenes on offline-trained network
predictions and streaming policies. Freshness and complete-
ness of the content, and eventually the analytics results are all
greatly jeopardized.

B. Challenges of updating streaming policy online

Transmitting original videos is a must but it severely
damages streaming performance. In order to evaluate the
performance of the current streaming policy and for fur-
ther training, it is necessary to have the originally captured
videos as ground truth for obtaining accurate analytics results.
Therefore, the original videos captured on drones need to
be transmitted to servers for further analytics and evaluation,
which significantly increases communication pressure. This
process is further slowed by the limited computing resources
on drones, which also detracts from their primary computa-
tional tasks.

Fig. 3 demonstrates the performances of latency and un-
uploaded chunks when naively transmitting original videos for
online retraining. Uniform retraining strategy requires contin-
uous transmission of original videos all the time; no retraining
strategy does not transmit original videos and adaptively
allocates bitrates for each chunk based on network conditions
as previously mentioned; periodic retraining only transmits
original videos every ten chunks. As shown in Fig. 3a, we
randomly select 80 continuous video chunks and evaluate
the per-chunk transmission latency. Uniform retraining and
periodic retraining cause 3.47× and 1.74× higher latency
compared to offline streaming strategy, respectively. We also
count unuploaded chunks when streaming 80 continuous video
chunks selected from VisDrone [10]. Uniform retraining and
periodic retraining cause 3× and 2.2× higher uploading failure
compared to non-retraining streaming strategy as illustrated
in Fig. 3b. Naively transmitting original videos for online
retraining is challenging and impractical in this scenario.

The observations reveal the necessity for a cost-efficient
online training framework capable of delivering robust per-
formance across all drone environments while minimizing
retraining costs.



III. SYSTEM MODEL AND PROBLEM FORMULATION

A. Drone-sourced Live Video Analytics

We study a drone-sourced video analytics system that uses
tile-based video streaming to transmit captured videos from
drones to the server for backend live video analytics. To be
specific, once a frames are accumulated, they are compressed
into a video chunk and subsequently transmitted to the server.
Each video chunk is divided into m×n tiles, where m denotes
the number of rows and n represents the number of columns.
We define i = {1, 2, ...,m} as the row index candidates and
j = {1, 2, ..., n} as the column index candidates. We name the
tiles that include detected objects as Tiles of Interest (ToI).

Upon capturing a frame, a ToI selection model on the drone
detects significant regions based on a lightweight detection
model. Using the location on the ToI, the adaptive bitrate
selection model determines the bitrate for tiles inside and
outside the ToI, in accordance with the video analytics’ QoE
preferences. For the c-th chunk, bci,j ∈ R is the bitrate for
the tile at location (i, j), where R represents the candidate
bitrate set. The processed chunk enters a fixed-size video
buffer waiting for transmission. If the sending buffer is full,
the upcoming chunk will be dropped. The drone continuously
transmits video chunks in the buffer to the server with the
selected bitrate for further video analytics.

B. Machine-Perceived QoE Model

Adapting to the scarce and variable network bandwidth
between camera clients and servers remains a significant
challenge in video analytics streaming. Traditional adaptive
video streaming protocols are not well-suited for live video
analytics since they are designed to optimize human-perceived
QoE, which focuses on providing high-quality videos without
interruptions for human viewers. However, live video analytics
aims at maximizing machine-perceived QoE by optimizing
server-side DNN inference accuracy without causing analysis
lags. Unlike human viewers who may be sensitive to dropped
frames or reduced video quality, video analytics algorithms
can tolerate such issues as long as the analytics results are not
affected.

Motivated by this distinction, we develop a machine-
perceived QoE model in this study by incorporating three
critical factors in drone-sourced video analytics: backend
vision task accuracy, transmission latency, and video chunk
loss rate. They reflect the analytics accuracy, timeliness, and
completeness of the analytic results. For the purpose of eval-
uating our approach, we take the object detection task as a
case study, wherein the accuracy is represented by the mean
average precision (mAP) [14]. Specifically, these three factors
are defined as follows for a video.

Average accuracy is defined as the average accuracy of the
video analytics task result for a video v. Suppose v is divided

into C chunks, bc is the bitrate selection result for each video
chunk c. Ak(·) is the definition of accuracy for task k:

QoE1,v =

C∑
c=0

Ak(bc)

C
. (1)

Average Uploading latency. Assume Bc is the average
bandwidth when transmitting the c-th chunk and bci,j is the
bitrate for each tile. The transmission latency of the chunk
can be calculated as

QoE2,v =

C∑
c=0

∑m
i=0

∑n
j=0 b

c
i,j

Bc
. (2)

Other sources of latency such as encoding latency, inference
latency, RTT latency, and ToI detection latency are usually
fixed values or independent from adaptive streaming, with
the chunk latency being the major latency factor that directly
reflects the performance of adaptive bitrate selection decisions,
so we only consider transmission latency here. The complete
end-to-end latency, including other latency sources, will be
presented in the evaluation part.

Average Loss rate. Assume Vc(·) is a boolean function as
an indication of whether a video chunk is uploaded success-
fully or not. Inaccurate bitrate selection results always lead to
loss occurrence which fails upcoming chunks to stack in the
occupied video buffer. In our system, a new upcoming video
chunk is discarded when this chunk is generated but the video
buffer is full at the edge side. This loss is then detected and
counted into the loss rate. The loss rate can be calculated by
the ratio of the uploaded video chunks to all test video chunks,
namely

QoE3,v =

∑C
c=0 Vc(bc)

C
. (3)

In summary, our machine-perceived QoE at the c-th chunk can
be modeled as:

QoEv = α1QoE1,v − α2QoE2,v − α3QoE3,v, (4)

where α1, α2, α3 are non-negative weights for each component
of the QoE metrics.

C. Problem Formulation for Drone-sourced Video Analytics

For a given QoE weight vector α = (α1, α2, α3), we target
maximizing the overall machine-perceived QoE over all video
chunks by deciding the bitrate for each tile. Formally, our
bitrate allocation problem for drone-sourced video analytics is
formulated as follows:

max
rcij

C∑
c=1

QoEc (5)

Bc = max{(Bc−1 −Dc−1), 0}+ Tc (6)
bi,j ∈ R (7)

where (6) denotes the buffer occupancy and Tc is the duration
of the c-th chunk; (7) indicates that the bitrate of each tile is
chosen from the candidate bitrate set R.
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IV. SYSTEM DESIGN OF OAVS

A. Design Overview

Our drone-based real-time video streaming framework for
video analytics is depicted in Fig. 4. For each video chunk
captured by the drone camera, our ToI selection module detects
the ToI tiles within the video and returns their coordinates.
Meanwhile, we have carefully designed an online-LSTM-
based bandwidth prediction module that predicts future band-
width based on recently learned data patterns through an online
approach, suited for the extremely dynamic network conditions
of drones. The ToI locations and predicted bandwidth are then
fed into our hierarchical online adaptive bitrate selection model
to generate the optimal video transmission policy.

Considering the dynamic nature of video content char-
acteristics, the hierarchical online adaptive bitrate selection
model first employs the upper-level online update decision
model to determine whether to send original videos back to
the server for retraining. If the upper decision result does
not involve sending raw video data, the downstream adaptive
bitrate selection model will use another RL model to allocate
optimal bitrates for ToI and background tiles, respectively.
Otherwise, the system will directly send the raw video data at
the highest quality and update the bitrate selection policy to
stay aligned with the latest video and network data patterns
while minimizing the retraining cost. We next illustrate the
detailed design of each module in the following parts.

B. ToI Selection

Existing saliency or gradient-based approaches [15], [16]
cannot capture the feature of small and gathering groups
well while the savings from reducing the redundancy space
are offset by the fixed area and location of each tile. We
use a simple but useful approach to detect ToI and adapt
to drone situations. We deploy a detection model with a
lightweight backbone such as Mobilenetv2 [17] on drones
and use the bounding box generated from detection results
for ToI selection. Then overlapped bounding boxes will be
integrated into one box to avoid redundant processes. After
each video chunk is divided into m × n tiles, each tile is
determined to be a ToI or not, depending on the overlap area
between the bounding boxes and the tile. To be specific, we
regard tiles with over 5% overlap area with bounding boxes
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Fig. 5: The architecture of our hierarchical online adaptive
bitrate selection model

as ToIs. Finally, the coordinates of ToI are fed forward as a
state dimension into our bitrate selection model.

C. Online Bandwidth Prediction

As mentioned in Sec. II, existing offline prediction models
often struggle to adapt to highly dynamic network conditions.
To address this challenge, we propose an online bandwidth
prediction network AdaLSTM designed to adapt to real-time
changes in drone networks.

We assign an AdaLSTM cell for prediction, capable of
updating its hidden state and weights when the prediction
loss exceeds a predefined threshold. Specifically, at each time
step t, given the input bandwidth data Xt, and the current
hidden state of the AdaLSTM cell Ht, the model generates
the next hidden state Ht+1 and an updated output Yt+1. The
LSTMCell follows the standard LSTM structure. The output of
the AdaLSTM cell Ht+1 is further fed into a fully connected
(FC) layer to match the dimension of the input. The updated
hidden state and output are used for prediction at the next
time step. Additionally, the prediction results are evaluated
based on a given window size. If the average loss exceeds
the predefined threshold, denoted as ξ, the LSTM model is
retrained using the ground truth data within the window to
minimize the prediction loss. This approach allows the model
to continually adapt to the changing patterns in bandwidth
usage, enabling accurate predictions while maintaining com-
putational efficiency. This process can further be summarized



as follows:

Ht+1 = LSTMCell (Xt, Ht; Θ), (8)
Yt+1 = FC(Ht+1), (9)

LSTMCell = Update (LSTMCell, ξ, Yt+1), (10)

where Θ represents the parameters for the AdaLSTM model,
Yt+1 is used to compute the average prediction loss fluctua-
tion. Our bandwidth prediction module can learn and adapt
to real-time changes in bandwidth usage while maintaining
computational efficiency.

D. Online Adaptive Bitrate Selection
In our proposed system, the predicted bandwidth and ToI

location results are utilized by the adaptive bitrate selection
model. DRL has emerged as a popular approach for determin-
ing the optimal bitrate for both the ToI and background in
order to maximize QoE. By defining the state space, action
space, and QoE objectives, the agent learns the optimization
policy through environmental exploration, enabling it to select
the most appropriate bitrate for a given state. However, as
discussed in our motivation, classical offline trained DRL
policy is not robust in drones’ dynamic environments. Online
training models require original video on a server for getting
data labels and retraining. The cost of transmitting raw video
without selective processing is prohibitive, potentially leading
to high packet loss rates and latency. Naive online adaptive
DRL policies lead to unacceptable communication costs and
degraded machine-perceived QoE. Consequently, there is an
urgent need to update the policy network weight with low
communication costs. However, developing a separate deci-
sion model to control the update of the policy network is
not straightforward. The update decision directly influences
whether the adaptive bitrate decision is made, indicating a
significant interdependence between the two policies. Addi-
tionally, the decision granularity differs between these policies,
necessitating a collaborative design of both the adaptive bitrate
decision policy and the online update decision policy.

To address this issue, we meticulously design a hierarchical
online bitrate adaptation model to intelligently determine the
retraining time. The hierarchical framework consists of two
decision models as shown in Fig. 5. The upper-level decision
model, which determines when raw video data should be sent
for retraining, and the lower-level bitrate selection model,
which chooses the optimal bitrate for the ToI and background
when sending raw video data is deemed unnecessary. In this
manner, our model can update the policy network to ac-
commodate dynamic environments, making optimal decisions
while maintaining low and acceptable transmission costs. We
formulate hierarchical online adaptive bitrate selection as a
Markov Decision Process which calls for the design of state,
action, and reward. Suppose the upper-level online update
decision model is agent1 and the downstream adaptive bitrate
selection model is agent2. We present our design for each of
them as follows.

Higher-level agent design. The upper-level decision model,
which determines when raw video data should be sent for

retraining, which aims at maximizing adaptive bitrate selection
policy improvement while minimizing retraining communica-
tion cost. This model is fixed during the inference stage.

• State space s1,c: current timestamp tc and buffer occu-
pancy Bc, predicted bandwidth in the coming n timesteps
Bwc, history QoE Qc, analysis accuracy Ac, latency Lc

and packet loss rate Lc.
• Action space a1,c: the upper-level agent determines

whether to send raw video chunk which can be repre-
sented as a boolean value a1,c ∈ {1, 0}, if a1 = 1 then
the video encoder will transmit the video chunk at the
highest quality for update bitrate selection policy.

• Reward r1,c: the upper-level aims at maximizing adaptive
bitrate selection policy improvement while minimizing
retraining communication cost. It can be present as
ω1(Ac,update−Ac,base)−ω2Cc, where Ac,update, Ac,base

is the backend accuracy of video chunk c generated by
updated policy and original policy, Cc is the transmission
cost introduced by sending raw video chunk at the highest
quality. The cost is calculate from β1Lc + β2Pc. The
reward is calculated as zero when it decides not to retrain.

Lower-level agent design. The lower-level agent is for
adaptive bitrate selection, which chooses the optimal bitrate
for the ToI and background tiles when sending raw video data
is deemed unnecessary. This model dynamically updates to
accommodate dynamic environments.

• State space s2,c: current timestamp tc and buffer occu-
pancy Bc, predicted bandwidth in the coming n timesteps
Bwc, the location of ToI Rc.

• Action space a2,c: the lower-level agent selects different
bitrate for ToI tiles and background tiles which can be
represented as a2,c = {br, bb} where br, bb ∈ R.

• Reward r2,c: it can be calculated as r2,c = QoEc as
previously defined.

Network architecture. Two DRL-based models have sim-
ilar architecture. The agent take actions based on the policy
πθ:p(sc, ac) −→ [0, 1], representing the probability of taking
an action ac at state sc. θ are the parameters of the policy
network. We use the A3C method [18] as the actor-critic
training algorithm. Given θ, the gradient of the accumulated
discounted reward can be calculated as:

ΘθEπθ
[

n∑
c=0

γcrc] = Eπθ
[Θθlogπθ

(s, a)Aπθ (s, a)], (11)

Aπθ (s, a) = rc + γV πθ

θv
(sc+1)− V πθ

θv
(sc), (12)

where γ is the discount factor on future rewards, Aπθ (s, a) is
the advantage function over action a and V πθ

θv
(sc) is the output

of the critic network. The actor and critic network parameters
can be updated as below:

θ = θ + ηa
∑
c

Θθlogπθ
(s, a)Aπθ (s, a) + δΘθαH

πθα (sc),

(13)

θv = θv − ηv
∑
c

Θθ[A
πθ (sc, ac)]

2, (14)



where ηa, ηv is the learning rate for the actor and critic
network, relatively. H (·) is the entropy of policy to discourage
converging to a sub-optimal policy. Two decision models are
trained separately, the downstream bitrate selection model is
first trained to develop the optimal policy for bitrate allocation
for ToI and background. Then the upper-level online update
decision model is trained to maximize the reward of online
update current bitrate selection policy while minimizing the
cost of transmitting raw video data.

V. EVALUATION
A. Experiment Setup

Drone network trace dataset: We use a real-world drone
network dataset [8] to evaluate the performance of OAVS.
This dataset is collected in Munich, Germany, involving drone
flights in both urban and rural environments, where drones
continuously transfer high-quality RTP-based video over an
LTE network to a remote server hosted within the AWS cloud.
The bandwidth fluctuates between 0 to 35 Mbps. We selected
over 100 traces collected from rural and urban areas, each
spanning 100 seconds.

Drone video datasets: We choose the VisDrone2019 [10]
and SeaDroneSee datasets [11] as our video datasets as we
did in the motivation section. Both datasets consist of over
200 video clips, each lasting approximately 10 to 20 seconds,
captured by various drone-mounted cameras with various res-
olutions. These datasets were collected using different drone
platforms in various scenarios and under diverse weather and
lighting conditions, representing the typical dynamic charac-
teristics of drone video content.

Baselines: We compare OAVS with the following baslines.
1) Rate: This approach does not utilize tiling and selects

the same bitrate for the entire chunk. It assigns each
chunk with the maximum bitrate under the predicted
bandwidth, supported by a standard LSTM model.

2) VA Pensieve: The RL-based adaptive bitrate algorithm
in Pensieve [6] is tailored for video analytics tasks.
VA Pensieve uses the same reward as we do.

3) ED: EarlyDiscard [19] is specially designed for drone-
sourced video analytics which utilizes a drone-side neu-
ral network for frame filtering. It only uploads mission-
oriented useful frames. There is no network-aware adap-
tion block.

4) ACC: ACC [20] utilizes adaptive resolution for video
frames, motion compensation for video encoding and
adaptive QP value for tiles which is also specially
designed for drone-sourced video analytics. There is no
network-aware adaption block.

5) Offline: This approach includes a ToI selection part to
identify the ToI for each chunk, an RL-based model
that uses DQN [21] to assign different bitrates, and a
standard LSTM model to predict bandwidth. Unlike our
approach, this policy is offline-trained without online
adaption.

Parameter setting: For the online bandwidth prediction
model, the hidden size for the basic LSTM cell is 64; The

number of LSTM layers is 2; The prediction duration of
bandwidth is 1.5s; All the FC layers have a size of 128; The
learning rate during the training process and the online-update
process is 0.01. For the ToI selection model, we use the small
version of yolov4 [22] with Mobilenetv2 [17] as the backbone;
For the online DRL bitrate adaptation model, The learning rate
for the actor network ηα in both upper-level online decision
model and bitrate selection model training process is 0.0001.
The learning rate for the critic network of both models ηc is
set 0.0001; The discount factor γ is 0.9; The weights in reward
modeling are [4, 2, 2] through random search; For the video
transmission, we simulate under different drone network traces
as introduced in the previous dataset; The candidates bitrates
are [5, 10, 15, 20, 25] Mbps; The chunk size of VisDrone2019
and SeaDroneSee are 2 seconds and 1 second per chunk;
The high-quality video data used for online policy update is
compressed using H264 at QP value of 18; For the backend
video analytics, we choose video object detection as evaluation
task; The object detection is accomplished by YOLOV5-large
version; The training data and validation data is split by 0.8
and 0.2. Our system uses a Jetson TX2 platform with a 256-
core NVIDIA Pascal GPU, dual and quad-core CPUs, and
8GB of memory which is compatible with various drone types
like DJI M600. The backend server has four 3090Ti GPUs and
a 24-core Intel Xeon Gold 5119T CPU.

Metrics We use the following metrics to examine OAVS’s
performance in analytic accuracy, the freshness and the com-
pleteness of the analytic result.

• Mean accuracy. This metric represents the mean of the
server-side DNN inference accuracies for all test video
chunks, considering only the received chunks. Since we
select object detection as our evaluation task, we use the
mean average precision (mAP) for various Intersection
over Union (IoU) thresholds (0.25, 0.5, 0.75) as our
accuracy metric. This allows us to assess the system’s
overall performance under different IoU thresholds.

• Mean upload latency. This metric calculates the mean
upload latency for all test video chunks which reflects
the performance of adaptive bitrate selection decisions.
We also examine the latency of each component in the
end-to-end latency of our system.

• Loss rate. This metric is the ratio of unuploaded test
video chunks to all test video chunks, representing the
proportion of video data that fails to reach the server.

B. Evaluation Results

Overall performance. Fig. 6 compares the performance of
streaming various videos using different methods for video
analytics tasks. Compared to existing adaptive video streaming
methods like Rate, VA Pensieve, and Offline, our approach
reduces the mean loss rate by up to 43.8% and improves the
mean accuracy by up to 18.9% (mAP25) in the VisDrone2019
dataset. It also reduces the mean loss rate by up to 31.2%
and improves the mean accuracy by up to 16.5% (mAP25)
in the SeaDroneSee dataset. Furthermore, OAVS outperforms
the existing mean latency by 5.1% in the VisDrone dataset
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Fig. 6: Performance comparison of different methods on two drone datasets

and achieves competitive latency in the SeaDroneSee dataset.
Compared to drone-specific video analytics approaches like
ED and ACC, our approach reduces the mean loss rate by
up to 58.9% and 39.1% on two datasets respectively. It also
reduces the mean latency by up to 38.5% and 50.6% on two
datasets respectively while achieving similar or even higher
mean accuracy. The performance of Rate and VA Pensieve
methods is mainly affected by their non-tile-based design
and the inaccuracy of the bandwidth prediction model. The
performance of ED and ACC methods is mainly affected
by a lack of network-aware bitrate adaption which leads to
unacceptable loss rate and upload latency when they come
across network fluctuation. Compared to the Offline method,
which also applies tile-based bitrate selection, its offline policy
struggles to handle complex and fluctuating scenarios. The
standard offline LSTM model also is less accurate, leading
to worse mean latency and mean loss rates. Although our
approach requires continuous raw video transmission and
policy updates, our hierarchical decision model compensates
for its overhead by choosing the most suitable condition to
retrain.

Meanwhile, our approach is proven to meet the require-
ments of real-time transmission and analysis with low end-
to-end latency. As shown in Table I we omit other sources
of latency like encoding latency, inference latency, and ToI
detection latency. They are usually fixed values or negligible
for each approach, with the chunk upload latency being the
major latency factor that directly reflects the performance of
the video analytics pipeline. All only account for less than
5% latency variation to the overall end-to-end latency. As a
result, our method achieves the highest mean accuracy across
different drone-sourced video datasets, with the lowest mean
latency and mean loss rates.

Robustness in challenging cases. We also specifically
evaluated the performance of our approach for small objects
and fluctuating network traces. As for the performance for
small object sizes, we select the objects that take no more than
0.1% area of the frame size and evaluate analytics accuracy of
them. Compared to Rate, VA Pensieve, and Offline baselines,
our approach increases their accuracy by 97.3%, 68.4%, and
28.1%, respectively, achieving accuracy comparable to that
of ED and ACC approaches. As for the performance under
fluctuating network conditions, we select the most challenging

TABLE I: End-to-end latency decomposition for OAVS.

Stage Frame(FPS) Time(ms)

ToI Selection 108.7 9.2
Policy Network Inference 840.3 1.2
Frames Encoding 412.6 2.4
Video Uploading - 427.3
RTT - 20.0
Server-side Inference 98.0 10.2

network traces in the dataset with handover frequency over 0.1
times per second and bandwidth variation over 10Mbps and
evaluate their loss rate and latency. For Rate, VA Pensieve,
and Offline approach(we did not consider ED and ACC
approaches because they have no bitrate adaption block), the
mean loss rates are 10.1%, 16.0%, and 8.8% respectively while
ours is 4.1%. The mean transmission latency is 0.78s, 1.52s,
and 0.66s, respectively, while ours is 0.48s. The mean end-to-
end latency is 0.81s, 1.54s, and 0.70s, respectively, while ours
is 0.51s.

Ablation study. We propose three decomposed settings of
OAVS to examine the contribution of each block in our system.
Based on OAVS, Setting 1 deletes ToI selection with tile-based
bitrate allocation. Setting 2 replaces AdaLSTM with standard
LSTM for bandwidth prediction and Setting 3 replaces online
adaptive streaming with fixed adaptive streaming policy.

The performance of each configuration is presented in Fig.
7. Tile-based bitrate allocation results in an approximately
23.6% mean accuracy increase, and the online-update pol-
icy leads to around an 11.2% mean accuracy increase on
VisDrone. For mean latency, the online-update bandwidth
prediction leads to a 50.1% reduction and tile-based bitrate
allocation leads to a 21.5% reduction. Benefiting from the
hierarchical online adaptive bitrate selection model, the latency
still remains competitive with the offline system due to the
dynamic decision model, and the improvements in accuracy
and loss rate are much more significant. The loss rate decreases
by 45.4% due to our online-updated prediction and upper-level
decision model, nearly eliminating the influence of sending
high-quality video data on the loss rate.

We also examine the efficiency of the hierarchical decision
structure in Fig. 8. We compare the system performance under
our learning-based retraining model with the uniform strategy
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Fig. 8: Performance comparison of adopting different online update strategies

and the one under the periodic retraining strategy which is
used in [23]. We find that compared with sending new data for
retraining periodically, the learning-based retraining decision
model results in an 81.3% reduction in loss rate and a 69.5%
reduction in latency, with only a 5.38% loss in accuracy.

Overhead analysis. We examine the retraining overhead for
AdaLSTM and reveal that this module requires few resources
for training and can be easily supported by existing drone-
compatible computing devices, like NVIDIA Jetson TX2.
Specifically, the training process of the LSTM model only
consumed around 832MB GPU memory, which took around
10.4% of the total available GPU resources (8GB) and around
5.7% of the maximum operating power which is far less
than the overall resources consumption of the drone system.
Meanwhile, the decision of retraining is made according to
the average performance of a period of past time so that it
can prevent retraining decisions caused by temporarily dras-
tic network condition changes. After further considering the
stringent real-time requirement for prediction, we design this
module to be fully run on drones without offloading to servers
and not include it in the hierarchical decision model which we
will introduce next. Meanwhile, we also examine the inference
overhead of the adaptive bitrate selection model and reveal that
it consumes around 456MB GPU memory, around 5.7% of the
GPU capacity, and around 4.5% of the maximum operating
power. The retraining process can be accomplished within the
processing time of around three chunks which enables real-
time updates for the streaming policy. This analysis proves
our system is real-time and lightweight enough for practical
application.

VI. RELATED WORK

Adaptive streaming for video analytics. Recent work has
begun to explore adaptive video streaming tailored specifi-
cally for video analytics [24]–[27], in contrast to the tra-
ditional human-centric streaming frameworks [4], [28]–[30].
Chameleon [26] is another system that focuses on efficient
computational resource management for large-scale streaming
analytics in a single data center or cloud. AWStream [31]
is a wide-area streaming analytics system that adjusts the
application data rate to match available bandwidth while
maximizing accuracy. AdaDSR [32] proposes to dynamically
select the optimal downsampling and upscaling ratios at the
client and server side, respectively to balance the tradeoff
among analytics accuracy, transmission cost, and computation
cost. However, these works do not directly address the unique
challenges of drone video analytics in dynamic and resource-
constrained environments. They either rely on a simple method
for network throughput estimation and profiling or offline
trained models, making it difficult to drone’s dynamic envi-
ronments. On the other hand, DDS [16] provides a server-
driven video streaming method for DNN inference. Unlike
DDS, our proposed OAVS system is specifically designed for
drone-sourced video analytics scenarios using a client-driven
design framework to avoid the delay of waiting for the server’s
feedback. Efficient online learning approaches are proposed to
further improve analytics performance.

Drone-sourced video analytics. Processing high-resolution
video on drones is extremely challenging due to limited re-
sources [33]. Several works have proposed techniques to over-
come these challenges. For instance, systems like EarlyDiscard
[19] and ACC [20] focus on optimizing on-device processing



and communication for drone-sourced video analytics. These
approaches employ techniques such as frame filtering, and
compression to reduce the computational and communication
overhead associated with drone-sourced video analytics. While
these works provide valuable insights for improving drone-
sourced video analytics, they do not specifically address the
problem of adaptive streaming in this context. Our proposed
OAVS system fills this gap by introducing a novel online
learning-based framework that addresses the unique challenges
of adaptive streaming for drone video analytics, achieving sig-
nificant performance improvements over existing techniques.

VII. CONCLUSION

The complex drone network conditions and the intrinsic
dynamics of video content necessitate the development of
a robust and efficient adaptive video streaming system for
drone-sourced video analytics. Existing offline-trained network
prediction models and streaming policy models suffer from
significant accuracy degradation and latency increase. In this
paper, we proposed OAVS, the first online adaptive video
streaming framework for drone-sourced video analytics. We
judiciously designed a new hierarchical deep reinforcement
learning approach to effectively determine when to conduct
online retraining and determine the appropriate bitrate for
tiles of a video chunk. Our design balances the tradeoff
between analytics accuracy, freshness, and completeness of
analytics results. Extensive experiments using real-world drone
network traces and video datasets demonstrate the superior
performance of OAVS compared to state-of-the-art streaming
methods.
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