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ABSTRACT

360° videos are gaining popularity, but immersive analytics, partic-
ularly in object detection, confront challenges from complex scenes
and high data volume. This imposes significant burdens on individ-
ual users and resource-limited edge devices. Fortunately, Machine
Learning as a Service (MLaaS) offers an economical solution for
quick deployment without specific hardware or expertise. However,
current MLaa$ are mostly 2D image-designated and not optimized
for the distinctive characteristics of raw 360° video frames. In this
paper, we propose a novel MLaaS-based system to address this
challenge. Our solution partitions 360° frames into distortion-free
2D regions with dynamic region of interest prediction. We then
present an image-stitching algorithm featuring Skyline representa-
tion, seamlessly combining all the 2D regions into a unified frame.
This frame is then transmitted to the MLaaS platform, with the
detected objects being back-projected to yield the final results. Our
experiments demonstrate the superiority of this system over base-
lines, proving its effectiveness in 360° video object detection tasks.
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1 INTRODUCTION

Consumer-level omnidirectional cameras have gained unprece-
dented availability and affordability (e.g., GoPro! and Insta360?),
and their market size has reached US$ 1.07 Billion in 2022 and is
expected to expand to US$ 4.34 Billion by 2028 [9]. Most major
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Zhttps://store.insta360.com/
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video sharing websites, such as YouTube, Netflix, and Facebook,
have started providing 360° video access. Besides being popular for
offering immersive and interactive experiences for viewers [20, 32],
360° videos can also be consumed by machines to acquire knowl-
edge and actionable insights of the physical world without blind
spots [22], which can help various extended reality applications
seamlessly bridge the gap between the physical and virtual worlds.

Most global streaming services have introduced machine learn-
ing (ML) into their operations nowadays [13]. Unfortunately, the
existing video analytics systems [10, 29] that leave the vision model
training and implementation to users can present high barriers to
entry. For example, state-of-the-art object detection models nor-
mally require intensive resources to train and make inferences [12].
Collecting large datasets to ensure generalization presents another
challenge. Moreover, the fast iteration speed of vision models fur-
ther incurs high maintenance and retraining costs. Developing and
maintaining ML models is challenging and costly for small and
medium-sized businesses (SMBs) that lack the resources and ex-
pertise. Thanks to the recent advancements in ML techniques and
the development of cloud services, machine learning as a service
(MLaaS) is provided by major cloud providers, such as Amazon
Web Services® and Microsoft Azure?, for solving various ML tasks.
MLaaS$ turns out to be the best solution for these users as it elimi-
nates the need for specialized coding skills or on-premise infrastruc-
ture. In MLaa$S, only machine learning APIs are exposed, whereas
end users generally do not consider the internal implementation.
The high abstraction of MLaa$S can greatly free the users from the
training and maintenance of the ML models. Another advantage
of MLaasS is its high compatibility and portability, which can be
quickly iterated internally, adapting to the fast iteration speed of
current Al algorithms.

Unfortunately, no cloud providers currently provide MLaa$S for
360° videos. Due to the characteristics of 360° videos, the model
and criteria for different video analytics tasks need to be designed
specifically [27][28][33], and the training becomes much more diffi-
cult because of the lack of datasets and the large size of 360° videos
[26]. How to utilize the current 2D image-designated MLaa$S for
360° videos remains a great challenge. Arguably, object detection
[12], which detects where and what objects appear in an image, is
one of the most important video analytics tasks. Advanced video
analytics pipelines, such as license plate recognition, often start
from object detection [30]. Thus, we focus on the object detection
task for 360° videos as a pioneering study in this work.

Equirectangular Projection (ERP) is one of the most popular
formats for 360° videos. Like the conventional 2D images, we can
directly send equirectangular panorama frames of 360° videos to

3https://aws.amazon.com
“https://azure.microsoft.com
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the MLaasS platforms to get the object detection results. However,
the detection results on the equirectangular images are inaccurate
because of the limitations of the sphere-to-plane projections, which
are further illustrated in the measurement section. Other formats
such as Cube Map and Equi-Angular Cubemap (EAC) are distortion-
free, but the object detection results on the raw frames are still
limited because of the uneven distribution of objects. On the other
hand, the large size of the 360° video frames will incur a heavy
burden for the network bandwidth. These limitations preclude the
object detection tasks on 360° videos with the current MLaaS. To
this end, we present a system that tackles the challenge of object
detection tasks in 360° videos with MLaaS. Our contributions can
be summarized as follows:

e To the best of our knowledge, we are the first to propose a
system that utilizes current 2D images-designated MLaaS
for object detection tasks in 360° video.

o We conduct a measurement based on real-world 360° videos,
and the results show the limitations of the raw ERP frame.

e We propose a region of interest (Rol) prediction algorithm to
select regions on the frame that are likely to contain objects.

e We propose an image stitching algorithm to combine Rols
into one single image as the input of the MLaaS APIs.

e We implement a prototype of the proposed system, and the
experiment results validate its effectiveness.

2 RELATED WORK

Object Detection for 360° Videos. As one of the most important
vision tasks, object detection tasks for 360° videos attract much
academic interest. Since 360° images cannot be projected to a single
planar image without distortion, the accuracy of the powerful net-
works researchers have carefully honed for 2D images is limited for
raw 360° images. There are two main orientations to achieve high
detection accuracy for 360° images. The first is to design a dedicated
convolutional network that processes 360° images directly in its
equirectangular projection. For example, Su et al. [21] propose an
approach that learns to reproduce the flat filer outputs on 360° data.
When viewing the sphere, this filter is sensitive to the varying dis-
tortion effects. In this way, the feature extraction process is both
efficient and powerful for the 360° data. Coors et al. [5] present
SphereNet, which encodes invariance against such distortions ex-
plicitly into the networks. By building on regular convolutions,
SphereNet can transfer from the conventional perspective models
to the omnidirectional case.

Another way is to convert the entire spherical image to multiple
distortion-free perspective images via projections. In this way, each
projected image corresponds to a partial FoV on the sphere, and the
off-the-shelf object detection models can be directly used. For exam-
ple, Yang et al. [26] generate four projections with 180° horizontal
and vertical spans, which are then separately processed by the
YOLO detector. Eder et al. [7] propose “tangent images,” which ren-
der a spherical image to a set of distortion-mitigated, locally-planar
image grids tangent to a subdivided icosahedron. Some works also
focus on the dedicated criteria to improve the detection results for
360° videos[33] [2]. All these methods require significant computa-
tional resources, making direct processing impossible with limited
hardware, such as edge devices. Our work aims to complete vision
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Figure 1: Limitations of equirectangular panorama.

tasks by only sending images to the MLaaS platform through APIs,
which is a more economical choice for these users.

ML Applications with MLaaS. Major cloud providers are de-
ploying large MLaaS platforms to provide a host of ML applications.
However, the servers for MLaaS are often equipped with hetero-
geneous GPU clusters and raise many challenges. Weng et al. [24]
explain the challenges posed to cluster scheduling in MLaaS and
propose solutions to better schedule the workloads by enabling
GPU sharing among high-GPU and low-GPU tasks. Zhang et al.
[31] focus on the privacy-preserving problem in MLaaS and inves-
tigate two potential strategies involving the optimization of cost
hierarchy in the calculation process and the crypto-friendly prun-
ing in the computation model. To combine the results from different
service providers for better performance, Jiang et al. [11] propose
a framework based on the constructed Probabilistic Graph Model
and Expectation Maximization-based iteration algorithm to obtain
high-quality results from multiple services within a budget con-
straint. Xie et al. [25] propose another framework to federate the
selection of different MLaa$S providers to achieve the best analytic
performance. This work, however, only solves the problem of ob-
ject detection tasks in conventional 2D images. The independence
of images precludes the potential utilization of the relationship
among frames in the video. There is still no work focus on the
object detection task for 360° videos with MLaaS.

3 MEASUREMENT & MOTIVATION

In this work, we use two public long 360° videos (about 10 minutes
and 20 minutes) in 8K resolutions for measurements and further
experiments. One is “Drive in Chicago” (Drive)®, and the other is
“Walk in Shinjuku, Tokyo, Japan” (Walk)®. We take people and ve-
hicle detections as a case study to investigate the object distribution
and the limitations of the equirectangular projection. According to
the analysis of measurements, we design a system that realizes sat-
isfactory object detection performance with the current 2D-image
designated MLaaS. We select the MLaaS platform Amazon Rekog-
nition’ as a case study in this paper.

3.1 Limitations of Equirectangular

Although equirectangular projection can contain all information
of 360° data on a single rectangular image, object detection with

Shttps://www.youtube.com/watch?v=Gu1D3BnlYZg&t=4s
®https://www.youtube.com/watch?v=Y YQufxYrBiU
7https://aws.amazon.com/rekognition



You Only Look Once in Panorama: Object Detection for 360° Videos with MLaa$

-

[ e [ | — |

o 1000 2000 0 25 500 750 1000

(a) Drive_Car

(b) Walk_Car

o ——— ]

500

o 1000 0 1000 2000 3000 4000

(c) Drive_Person (d) Walk_Person
Figure 2: Heatmap of objects location. The color represents
the frequency of the objects.

MLaaS has limitations on such equirectangular panorama. This is
because of the distortions (especially in the polar regions) and dis-
continuities in the boundary caused by the projection. Fig. 1 shows
some cases by sending one equirectangular panorama directly to
the MLaaS platform. Because of the discontinuities in the bound-
ary region, the detected bounding boxes may contain incomplete
objects (case 1), and one object will be counted several times or not
detected at all. On the other hand, the central regions have fewer
distortions, but the size of the objects may be very small and can be
omitted by the detector or cause imprecise bounding boxes (case 2).
Since one equirectangular frame can be very large (usually in 8K
resolution) to guarantee feasible viewing quality, some objects will
occupy a very small portion of the frame and cause many false de-
tections (positives and negatives) in object detection (case 3). These
limitations show that directly using the equirectangular panorama
is not a feasible solution for object detection tasks with MLaaS.

3.2 Ground Truth Setup

Unlike conventional 2D images, which have mature annotation
tools and large datasets like Microsoft COCO [15], the evaluation
criteria and ground truth of 360° videos datasets have not come
to an agreement in academia. There is consensus to use model-
generated datasets as ground truth in video analytics [10][30] since
we focus on the algorithm of streaming or other processes instead
of the accuracy of the model itself. To this end, we use a similar
pipeline as in [30] to generate ground truth in this work. As the
efficiency is not considered in this process, we use the largest model
YOLOv5x6 of YOLOv5[12] for best accuracy and run the model on
a local machine to get the ground truth.

This pipeline contains two stages. In the first stage, we run
the model on the six faces of the CubeMap projection (each face
represents a 90-degree FoV horizontally and vertically) to get the
rough detection results. In the second stage, for each of the detected
objects in the first stage, we project a 60°x45° region centered at the
bounding box to a distortion-free image via gnomonic projection
[6]. We run the model on each projected image to get more precise
detection results in each region. To avoid the segmented objects, we
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only keep the bounding boxes that do not locate at the boundary
of the regions. Then each bounding box will be back-projected to
the origin equirectangular panorama. This back projection will be
further explained in the system section. At last, we get the final
ground truth by using non-maximum suppression (NMS) [18] on
all bounding boxes to remove duplicates.

3.3 Observation and Motivation

After getting the ground truth, we explore the selected 360° videos
for some observations that may be useful for the design of our
system. At first, we get and plot the location of each type of object
on the ERP panorama. The heatmap in Fig. 2 shows the distribution
of objects in the Drive and Walk 360° videos. We find that the
objects in 360° videos only occupy a small portion of the panorama,
and most regions are trivial for the object detection tasks. Sending
these regions to the MLaaS$ platform not only wastes the network
bandwidth but also affects the detection results of other regions
since the detection models need to resize the input®. These regions
make the objects much smaller in the frame and become difficult to
be detected. Another observation is that these regions are not static
and should change dynamically, as the content of the frames in one
video can vary a lot. In our measurement, the number of each object
type can vary a lot among different frames. Some frames have more
objects, while others may have less objects. These observations
motivate us to dynamically select the regions where the objects
are most likely to appear and omit other regions. The selection of
the region of interest (Rol) remains a challenge in the system, and
we proposed a Rol prediction algorithm to solve it. Sending the
gnomonic projection of each Rol as an independent image to the
MLaaS platform, of course, can get good detection results. This will
increase the cost several times since most MLaaS are charged by
the number of processed images. For example, the price of the US
East (Ohio) server of Amazon Rekognition is 0.0001$ per image®.
To include the content of all Rols in a single image, we propose an
image-stitching algorithm that combines all the projected Rols in
one image. Predicting the Rols and stitching them into one image
are two major challenges in our system.

4 SYSTEM DESIGN

Our measurement and motivation study has revealed the charac-
teristics of 360° videos and the challenges of using current MLaa$
for object detection tasks. To address these challenges, we propose
a system for improved detection results with MLaaS while using
a similar cost as directly sending the ERP frame. The overview of
the system is shown in Fig. 3. For each raw input frame in ERP
format, the Rols are predicted from the detection results of the
previous frame (Step 1). For the first frame of the video, the Rols
can be predicted from the raw results by sending the ERP image to
MLaaS. Given the results of step one, we combine the sets of Rols
after gnomonic projection to a single image by an image stitching
algorithm (Step 2). Next, we send this image which contains the
content of all the Rols to the MLaaS$ platform and obtain the de-
tection results (Step 3 and Step 4). At last, each bounding box is
back-projected on the origin frame to obtain the final results (Step

8https://docs.aws.amazon.com/rekognition/latest/dg/images-information.html
“https://aws.amazon.com/rekognition/pricing/



NOSSDAV 24, April 15-18, 2024, Bari, Italy

MLaaS

Predict
Rols

Stitched Image

T
=l

- Return!
- esults
e R —
! N
Equirectangular Results

Final Results

Figure 3: Overview of the system design.

5), and the results are utilized for the Rols prediction of the next
frame. Since the imprecise detection results may be accumulated
among a sequence of frames, we add a Rols adjustment process
with a specific interval in the video. The Rols are predicted from
the results of the raw ERP input for these frames. Although the idea
of stitching ROIs is also proposed in [8], this work tries to stitch
the frames from different devices and is based on conventional 2D
videos. While our work stitches the ROIs of a single 360° frame. The
details of each step are illustrated in the following of this section.

4.1 Rol Prediction

Although the content in 360° videos is intensive and the number of
objects has great variations in the video, the consecutive frames will
not have great differences and it is reasonable to use the detection
results of the most recent frames for Rol prediction. Considering
the movement of the object between consecutive frames, each Rol
has paddings at the boundaries. We merge all the bounding boxes
into several Rols for the further image stitching process. There are
also some cases in which the object appears in the video first time
or the object is not detected in the previous frames. To handle these
special cases, we also add a Rols adjustment process that runs the
Rols prediction algorithm directly with the detection results on the
ERP frame. The details of the algorithm are shown in Algorithm 1.

At first, for each bounding box, we check if they can be merged
with an existing Rol. If the size of the merged Rol is in the accepted
range (h_Sol,v_Sol), the merged Rol is updated and added to the

Algorithm 1: Rol Prediction
Input :Detection results of the most recent frame B and
the padding parameter p
Output: The set of predicted Rols R
1 Initialize the set of predicted Rols R := 0;
2 for each bounding box b € B do

3 if can merge b with an existing Rol r then
4 Pop r from R;

5 Merge b and r to a new Rol r’;

6 R:=RUT/;

7 else

8 Create a new Rol r centered at b;

9 R:=RUr;

10 Record the smallest bounding box of each Rol r;
11 return R
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set of predicted Rols (lines 4-6). We create a new Rol centered at the
bounding box if it cannot be merged with an existing Rol, and the
new Rol is added to predicted Rols (lines 8-9). At last, we also record
the minimum bounding box size of each Rol by adding a new item
Min_bb to the data structure of the Rols. The Min_bb is also updated
accordingly during the merging of RoIs. Through the measurements,
we found that the small objects are most likely to appear together in
a region (passengers on the crossroad), and we want these regions
to have high resolution for better detection results from MLaaS.
This information is kept as guidance for the image-stitching process
to create an image that has the best detection results with MLaaS.

4.2 Stitch Image based on the Predicted Rols

In the image stitching step, we first convert each Rol to distortion-
free images using gnomonic projection. Gnomonic projection is a
method of projecting points from a sphere onto a plane tangent
to the sphere at a central point [6]. To ensure the Rols with small
objects have higher resolutions after the projection. We rate the
resolution in four levels: 320x240, 640x480, 960x720, and 1280x960.
During the projection, the resolution of the planar image depends
on the smallest bounding box of each Rol, which is recorded in
Min_bb. After each Rol is projected to a planar image, we stitch
them and include all content in a single image. Stacking them one by
one regularly is an obvious solution. The stitched image will have
too much wasted area and result in poor performance of MLaaS,
however. Indeed, this is a 2D rectangular packing problem (2DRP)
[16] (packing sets of 2D images in a rectangular). We propose an
image stitching algorithm to solve this problem using the Skyline
[23] representation of a packing pattern.

An example of this Skyline representation is shown in Fig. 4.
During the packing process, the images are placed one by one, and
the contour of the current packing is represented as a sequence of N
horizontal line segments (s1, s2, ..., sN). These line segments satisfy
the following properties: (1) the length of each line segment is larger
than the width of one remaining image at least; (2) two consecutive
line segments have different heights, or they can be merged into
one line segment. When an image is placed on one line segment,
the line segments should be updated accordingly. The remaining
line segment will be raised and merged with a consecutive line
segment if it cannot hold another image. These regions are labeled
as wasted areas as the shaded area shown in Fig. 4. During the
packing of each image, the position of its left-top point is recorded
in a tuple <Pos_x, Pos_y> along with its height and width <h, w>
for the back projection process in the next step.
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Equirectangular Image

Figure 5: Back projection of one bounding box.

4.3 Back Projection

After the ROI prediction and image stitching steps, the stitched
image is sent to the MLaaS platform. The detection results are
much better than the ERP frame since the images now contain
the most useful content for object detection. At last, the bounding
boxes should also be back-projected on the raw frame to obtain
the final results. Fig. 5 shows the back projection process where
the red rectangular is the bounding box of one object and the blue
rectangular is the Rol. First, we need to locate the bounding boxes
on the sphere. According to the recorded <Pos_x, Pos_y> in the
stitched image, we can identify the Rol to which each bounding
box belongs. Given the coordinates of the point and the center of
the FoV, the latitude and longitude of the point on the ERP image
can be calculated through equirectangular projection.

In recent years, some specific types of bounding boxes (BBs) such
as ERPBB, CirBB, and UnbBB (TanBB/SphBB) are proposed [33] for
objection detection in 360° videos. The object detection results on
ERP frames given by the MLaaS can only be conventional bounding
boxes. In order to compare the performance of our system with the
results on raw ERP, we still use the conventional bounding box in
this work since we obtain the final BBs on the raw equirectangular
frames instead of the spherical image. The BBs on the sphere are
irregular in shape after back projection. To get regular rectangular
BBs on the raw frame, we only locate the left-top and right-bottom
points of the BBs on the sphere and then back-project the BBs on the
raw frame. The Rols have paddings in the Rols prediction step, and
one object can appear in several Rols. To remove these duplicated
detections, we use non-maximum suppression (NMS)[18] on the
BBs with different labels. At last, the final BBs are utilized for the
Rol prediction of the next frame.

5 IMPLEMENTATION AND EXPERIMENTS

5.1 Implementation Details

We implement a prototype of the proposed system on a local desk-
top computer with an Intel i7-12700 CPU and an Nvidia GeForce
RTX 3080 GPU (GPU is only used in the process of getting ground
truth). The system is implemented in Python and runs on Ubuntu
23.04 OS. We use OpenCV [19] for all video and image operations.
We select Amazon Rekognition as the MLaaS provider in the exper-
iments and use Boto3 [1], the AWS SDK for Python to interact with
the MLaaS APIs. The padding parameter in the Rol prediction step
is set to 0.1. The threshold of IoU in the NMS process is set to 0.5.
We keep all the bounding boxes with confidence scores larger than
0.2 to include as many objects as possible.
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Figure 6: Comparison with baselines.

5.2 Experiment Setup

We evaluate our system and the baselines on the same videos as in
the measurement section, which have over 100,000 frames. Mean
Average Precision (mAP) is a common metric for measuring per-
formance for object detection tasks and information retrieval. We
use the three metrics (mAP, mAP50, and mAP75) defined in the
COCO dataset [4] to evaluate the detection results in the exper-
iment. The mAP represents the primary challenge metric (AP at
ToU=.50:.05:.95), mAP50 represents the PASCAL VOC metric (AP at
IoU=.50) and mAP75 represents the strict metric (AP at IoU=.75).
Since there is no previous work that uses MLaasS for object detection
in 360° videos, we define three baselines as follows:

e ERP: Send the raw equirectangular frames to the MLaa$S
provider and return the detection results.

e Static120: Use the similar way as in [26] to partition the
raw frames into regions of 120°x120° FoV with 30° overlap
statically, then the gnomonic projection of each region is
combined into one image and sent to the MLaaS provider.

e Static90: The regions are of 90°x90° FoV without overlaps,
and others are the same as Static120.

All of the methods have the same cost since only one image is
sent to the MLaaS platform for each frame in the 360° videos (MLaaS
is charged by the number of API requests). ERP sends the raw
equirectangular frames to the MLaa$ platform with distortions and
contain useless content. Static120 and Static90 send distortion-free
images but the choice of ROIs are static. Our system uses a dynamic
Rol prediction algorithm and image stitching algorithm that can
adapt to the content of 360° videos. To validate our motivation
and the improvement of the proposed system, we compare it with
baselines in both quantitative and qualitative evaluations.

5.3 Evaluation Results

At first, we calculate the average normalized size (the size of the raw
ERP frame is defined as 1) of all frames. Fig. 6a shows the results of
four methods. The stitched images in our system are much smaller
than the raw ERP frame (about 40%). Although previous work has
shown that the transmission latency is much less than the infer-
ence latency for the conventional 2D images [25], the transmission
latency is not negligible for the high-resolution 360° videos due to
the large size of the frames. This improvement can save significant
network bandwidth, which is very important for the streaming of
360° videos [3, 14, 17]. Next, we present the overall object detec-
tion performance of our system compared to the baselines. Fig. 6b
shows the results of our system and three baselines. Our system
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can achieve the best performance with all three evaluation met-
rics. Although Static 120 and Static 90 can also save bandwidth
by reducing frame size, the lack of Rol prediction results in bad
detection results, even worse than directly sending ERP frames.
To further investigate the performance of different methods, we
delve into two specific object categories (Person and Car). Fig. 7
compares the Precision-Recall (PR) Curve obtained from different
methods. Our system performs best compared to the baselines on
the objects of the Car and Person. For all the methods, the precision
of Car is higher because these objects are usually larger than Person
in the 360° frames, and small objects are more challenging to detect
by MLaaS. The performance of Static 90 for Person is significantly
worse since the objects are too small and the Rol partitions do not
overlap, leading to the missing of many objects. We also plot the AP
of different objects with different thresholds in Fig. 8. When com-
paring the detection results with the ground truth, the threshold
of IoU determines the precision of the bounding boxes. The higher
threshold means the criteria for good detection are more stringent.
The results in Fig. 8 show that our system has more precise bound-
ing boxes compared to the baselines. Although the performance of
all the methods will decrease with the larger thresholds, our system
can still have relatively precise detection results from the MLaaS.
To see the advantages of our system more intuitively, we also do
quantitative evaluations that compare our system with the baselines.
Fig. 9 shows the detection results of one frame. We plot both the
detection results and the ground truth. True Positive (objects that are
detected correctly) results are plotted as green bounding boxes. False
Negative (objects that are not detected) results are plotted as blue
bounding boxes, and red bounding boxes represent the False Positive
(wrong detections returned by MLaaS) results. ERP has bad results,
especially in the central region where the objects are small. There
are also some False Positive detections because of the distortion

Linfeng Shen, Miao Zhang, Cong Zhang, and Jiangchuan Liu

(c) Static120

(d) Static90

Figure 9: Detection results on one frame.

of the equirectangular projection. The results show that directly
sending the ERP frame to the MLaasS platform is not an ideal solution
for object detection tasks in 360° videos. Static120 and Static90
have improved performance in some regions. These regions have
fewer False Positive detections since the images sent to the MLaa$
platform are distortion-free after the gnomonic projection. However,
some obvious objects are omitted since the partition of regions is
static, and some objects may be segmented during the projection.
Compared to the baselines, our system has the best performance.
Although there are still some False Positive detections, our system
can detect most of the small objects.

In conclusion, from both the qualitative evaluation and quanti-
tative evaluation, our system has the best performance compared
to the baselines. With a Rol prediction algorithm and an image-
stitching algorithm, our system obtains the most accurate detection
results compared to the baselines. It only sends one image for each
frame in 360° videos to the MLaa$S platform, which minimizes the
cost of object detection tasks with MLaaS.

6 CONCLUSION

In this paper, we proposed a system that utilizes off-the-shelf MLaaS
for object detection tasks in 360° videos. Motivated by our mea-
surements and the analysis of the characteristics of 360° videos, we
proposed a dynamic Rol prediction algorithm based on the detec-
tion results of the most recent frame. The predicted Rols represent
the regions where the objects are most likely to appear. Then each
Rol is projected to a distortion-free planar through gnomonic pro-
jection, and all the projected Rols are combined into a single image
by the proposed image-stitching algorithm. At last, the detection
results from the MLaaS on the stitched image are back-projected
to get the final results. Extensive evaluations verified the feasibil-
ity of our motivations, and our system has the best performance
compared to the baselines.
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